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Sobre este guia
A quem se destina este guia

1 Sobre este guia

Este guia descreve como configurar hardware de terceiros, como displays de
parede, E-mail Servers corporativos e Web Servers corporativos, para integra-
los com o sistema OpenScape Contact Center Enterprise V10. Ele também
descreve como realizar uma manutenc¢do continua do sistema OpenScape
Contact Center Enterprise V10, incluindo backup e restauragdo da base de
dados.

1.1 A quem se destina este guia

Este guia se destina a usuarios dentro da organizagédo que sao responsaveis por
gerenciar, monitorar e manter a saude do sistema OpenScape Contact Center
Enterprise V10.

1.2 Convengoes de formatacgao

Estas sdo as convencgdes de formatagédo usadas neste guia:

Negrito
Esta fonte identifica os componentes do OpenScape Contact Center Enterprise
V10, nomes de janelas e caixas de didlogo, e nomes de itens.

Itélico
Esta fonte identifica referéncias a termos ou expressdes que sao referéncias de
outros documentos relacionados.

Fonte Monospace
Esta fonte identifica o texto que deve ser digitado ou que o computador
apresenta em uma mensagem.

NOTA: As Notas enfatizam informacgdes que sao Uteis, mas ndo essenciais, tais
como dicas ou métodos alternativos para se executar uma tarefa.

IMPORTANTE: Dé atencao especial as acoes que possam afetar de forma
negativa a operagao do aplicativo ou resultar em perda de dados.
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1.3 Feedback da documentacao

Para relatar algum problema com este documento, chame o Centro de
Assisténcia ao Cliente.

Quando voceé ligar, tenha em méos as informagdes seguintes. Isto ajudara a
identificar o documento com o qual vocé esta tendo problemas.

¢ Titulo: Guia de Gerenciamento do Sistema

* Numero do pedido: A31003-S22A-S100-01-V420
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2 Configurando um display de parede

Este capitulo descreve como configurar um display de parede. Um display de
parede € um painel eletrénico que exibe uma visualizagdo de rolagem de dados
estatisticos e informacgdes gerais do sistema em tempo real sobre a central de
contatos para varios usuarios em uma vez. O sistema OpenScape Contact
Center é compativel com displays de parede Spectrum IP, versdo 4200 R, assim
como com displays de parede personalizados que seguem o protocolo EZ Key Il.

IMPORTANTE: Somente pessoal devidamente treinado deve configurar um
display de parede. Tentativas de configurar um display de parede por pessoal
que nao seja devidamente treinado podem afetar de forma negativa a operagao
do sistema OpenScape Contact Center.

2.1 Antes de comecgar

Antes que seja possivel instalar e configurar o display de parede, sera
necessario fazer o seguinte:

* Se houver um display de parede Spectrum Serial, sera necessario obter um
kit conversor serial para IP (NIU na América do Norte e UDS100 no mercado
internacional).

* Obtenha um endereco IP estatico para o display de parede.

» Certifique-se de que vocé tenha as versdes compativeis do firmware que
sejam compativeis com o sistema OpenScape Contact Center.

2.2 Configurando a conexao IP para um display de parede

Este procedimento descreve como configurar a conexao IP para um display de
parede. Este procedimento supde que vocé ja tenha instalado o software
Lantronix Device Server Configuration Utility 2.0 para o display de parede na
maquina do servidor principal do OpenScape Contact Center.

IMPORTANTE: Serao fornecidas somente as etapas basicas de configuragao.
Para obter instru¢des detalhadas e precaugdes, consulte a documentagéo do
fornecedor.
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Para configurar a conexao IP para um display de parede:

1.
2.
3.

© ® N o o0

Conecte o display de parede com a rede local (LAN).

Inicie o aplicativo Lantronix Device Server Configuration Utility.

No menu File, clique em Search Network.

Para procurar a rede de um display de parede existente, faga o seguinte:
a) Clique em Start Search:

b) Quando os dispositivos de display de parede tiverem sido localizados
com sucesso na rede, clique em Save.

¢) Quando o sistema informar a vocé que os dispositivos foram salvos,
clique em OK.

d) Clique em Back.

Selecione o endereco de IP do display de parede que deseja configurar.
No menu Tools, clique em Device Manager.

Clique em Web Configuration.

Cliqgue em OK. Isso inicia o Gerenciador de Web Lantronix.

Em Dedicated Connection, digite o nUmero da porta do display de parede
na caixa Local Port e clique em Update Settings.

NOTA: Para configurar um novo display que ainda ndo tenha um enderego de
IP, no menu Tools clique em Assign IP Address. Localize o equipamento ou
enderecgo Ethernet no verso do display de parede, e digite-o no campo fornecido.
Atribua um endereco de IP para o display de parede e entao clique em Set IP
Address.




Configurando o E-mail Server corporativo
Requisitos do E-mail Server corporativo

3 Configurando o E-mail Server corporativo

Este capitulo descreve como configurar o E-mail Server corporativo para ser
compativel com a fungao E-mail do OpenScape Contact Center e o envio de
relatérios por e-mail. Mensagens de e-mail enviadas pelos clientes sao roteadas
através do E-mail Server corporativo até o E-mail Server do OpenScape Contact
Center. Todas as mensagens de e-mail sdo armazenadas em uma mesma caixa
de correio no E-mail Server corporativo.

O OpenScape Contact Center E-mail Server e o E-mail Server corporativo se
comunicam através do protocolo IMAP4. Os aplicativos clientes do OpenScape
Contact Center e o E-mail Server corporativo também usam o IMAP4 para
recuperar e processar mensagens de e-mail. Os anexos das mensagens sao
recuperados por meio de fun¢des de IMAP4 e MIME separadas. Sao enviadas
mensagens de e-mail de resposta aos clientes a partir E-mail Server usando uma
interface SMTP.

3.1 Requisitos do E-mail Server corporativo

Os seguintes E-mail Servers foram testados em combinagao com o sistema
OpenScape Contact Center

* Microsoft Office 365
* Microsoft Exchange Server 2007, 2010 e 2013
* |BM Lotus Domino 8.0, 8.5e 9

Para obter mais informacdes sobre esses servidores, consulte a documentagéo
do fabricante.

NOTA: Recomendamos que vocé proteja o conteido no E-mail Server
corporativo para reduzir a possibilidade de mensagens de e-mail serem
inadvertidamente excluidas.

Certifique-se de que o E-mail Server corporativo esteja configurado da seguinte
maneira:

* Licengas de acesso de clientes — Certifique-se de que vocé tenha licengas
de acesso de cliente suficientes. Cada usuario capaz de acessar o
OpenScape Contact Center E-mail Server necessita de uma licenga de
acesso de cliente.

* Cabecalhos personalizados — A funcionalidade E-mail do OpenScape
Contact Center utiliza cabecgalhos personalizados e, portanto, & necessario
assegurar que o E-mail Server corporativo ndo filtre ou remova cabecalhos
personalizados de mensagens de e-mail.
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Sessodes do IMAP — Uma sessao do IMAP é necessaria para cada dia que
tenha mensagens ativas associadas a ele. Cada usuario requer uma sessao
do IMAP ao enviar uma mensagem de e-mail ou recuperar o conteudo de
uma mensagem de e-mail.

Conexodes simultaneas — Certifique-se de que a conta de e-mail do
OpenScape Contact Center tenha sido configurada com um ndamero
suficiente de conexdes para suportar o nimero de usuarios que acessarao a
conta simultaneamente.

Filtro de mensagens indesejaveis e bloqueio de enderegos de e-mail —
Isto impede que mensagens de e-mail indesejaveis sejam roteadas para os
usuarios.

Software anti-virus — Deve-se verificar a existéncia de virus nas mensagens
e anexos entrantes no E-mail Server corporativo.

3.2 Planejando a implementagao do Microsoft Office 365

10

Deve-se planejar o uso do Microsoft Office 365 com muito cuidado. Ao configurar
o periodo de retencdo de mensagens no E-mail Server do OpenScape Contact
Center, nao se esquecga de levar em consideragao a disponibilidade da base de
dados do Microsoft Office 365. Para obter mais informacgdes sobre essa e outras
tarefas descritas nesta segéo, o contrato com o Microsoft Office 365 deve ser
avaliado.

E necessario configurar o seguinte:

Contas de usuarios — Crie uma nova conta de usuario a ser usada pelo E-
mail Server do OpenScape Contact Center. E necessario especificar uma
senha para a nova conta de usuario.

Politica de aceleragdao — O Microsoft Office 365 tem uma politica de
aceleracdo que limita a taxa de mensagens SMTP a um maximo de 30
mensagens/minuto. Para cumprir essa limitagdo, o parametro do OSCC
Limite da taxa de mensagens em Configuragbes de e-mail deve ser
configurado como 30 (ou menos).

Sessoes do IMAP — O Microsoft Office 365 limita o niUmero de sessdes do
IMAP ativas a 20 sessdes por conta. Para operar de acordo com essa
limitag&o, o pardmetro do OSCC Maximo de sessdes do IMAP em
Configuragbes de e-mail deve ser configurado como 20.
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3.3 Planejamento da implantagcao do Google GSuite

Deve-se planejar o uso da implantagdo do Google GSuite com muito cuidado. Ao
configurar o periodo de retengcédo de mensagens no E-mail Server do OpenScape
Contact Center, ndo se esquega de levar em consideragao a disponibilidade da
base de dados do Google GSuite. Para obter mais informagdes sobre essa e
outras tarefas descritas nesta se¢éo, o contrato com o Google GSuite deve ser
avaliado.

Vocé deve realizar as seguintes configuragdes:
No Google GSuite:

e Crie uma nova conta de usuario no Gmail que sera usada pelo E-mail Server
do OpenScape Contact Center.

* Nas configuragdes do Gmail, na guia Encaminhamento e POP/IMAP,
certifige-se de que "acesso IMAP" esteja ativado.

* Nos ajustes de seguranga da Conta do Google:
e crie uma "senha do aplicativo" e use-a no OpenScape Contact Center.

* ative a opgao "permitir menos aplicativos seguros”

No OpenScape Contact Center:

» Sessoes do IMAP Sessions - O Google GSuite limita o nimero de sessodes
do IMAP ativas a 15 sessdes por conta. Para operar de acordo com essa
limitagdo, o parametro do OSCC Maximo de sessdes IMAP nas
Configuragoes do E-mail deve ser definido para 15, das quais 5 sessdes
séo reservadas para o servidor de E-mail do OSCC.

3.4 Planejando a implementagao do Microsoft Exchange

Deve-se planejar o uso do Microsoft Exchange com muito cuidado. Ao configurar
o periodo de retengdo de mensagens no E-mail Server do OpenScape Contact
Center, ndo se esquega de levar em consideracdo o tamanho da base de dados
do Microsoft Exchange. Para obter mais informacdes sobre essa e outras tarefas
descritas nesta secao, consulte a documentacao do Microsoft Exchange.

IMPORTANTE: A configuragdo do Microsoft Exchange sé deve ser completada
por um Administrador treinado do Microsoft Exchange.

E necessario configurar o seguinte:

1"
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Contas de usuarios — Crie uma nova conta de usuario a ser usada pelo E-
mail Server do OpenScape Contact Center. E necessario especificar uma
senha para a nova conta de usuario.

Aliases (opcional) — Se necessario, configure enderegos de e-mail SMTP
adicionais a serem usados como aliases para a nova conta de usuario.

Se desejar apresentar varios enderecos de e-mail de contato para seus
clientes, é necessario configurar um alias para cada enderego de e-mail
adicional que aponte para a nova conta de usuario. A criagao de um alias
assegura que as mensagens de e-mail enviadas ao E-mail Server
corporativo sejam roteadas para a caixa postal do E-mail Server do
OpenScape Contact Center para serem tratadas pelos agentes. Para obter
mais informacdes, veja a Ajuda do Manager.

Como o Microsoft Exchange Server 2007 converte aliases para o enderecgo
da conta principal do usuario para mensagens originadas tanto interna
quanto externamente, é necessario configurar uma caixa postal do Exchange
para cada alias que se desejar usar, e fazer com que a caixa postal
encaminhe as mensagens para a conta principal do usuario. Isso é
particularmente importante em um ambiente de multilocagéo, no qual
assegura que se um um cliente enviar uma mensagem de e-mail para um
alias, como vendas@empresal.com, ela sera roteada para a unidade de
negocios apropriada.lsso também assegura que o enderego de e-mail
entrante ndo seja convertido para o endereco da conta principal na resposta.

Diretiva de limitagao (Microsoft Exchange Server 2013) — Ao usar o
Microsoft Exchange Server 2013, os valores de ImapMaxBurst e
ImapRechargeRate na politica de aceleragao pode afetar negativamente a
taxa de transferéncia de e-mails da conta de e-mail do OpenScape Contact
Center. Para atingir a maxima taxa de transferéncia, recomendamos que
vocé crie uma diretiva de limitagdo especifica para a conta de e-mail do
usuario do OpenScape Contact Center e defina os valores de ImapMaxBurst
e ImapRechargeRate como 8000000 ou superiores.

Redundancia de sombra (Microsoft Exchange Server 2013) — Ao usar o
Microsoft Exchange Server 2013, a fungdo Redundancia de sombra nas
definicdes de configuragéo de transporte podem afetar negativamente a taxa
de transferéncia de e-mails da conta de e-mail do OpenScape Contact
Center. Para atingir a maxima taxa de transferéncia, recomendamos que
vocé defina o flag ShadowRedundancyEnabled como false.
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3.4.1 Especificacao de cabecgalhos personalizados
(somente para o Microsoft Exchange Server 2007,
2010 e 2013)

No Microsoft Exchange Server 2007, 2010 e 2013, os cabecalhos
personalizados necessarios pela funcionalidade e-mail do OpenScape Contact
Center podem néo estar disponiveis por meio da interface do Microsoft
Exchange IMAP. Se desejar usar o Microsoft Exchange Server 2007, 2010 o
2013 como seu IMAP E-mail Server corporativo, sera necessario executar um
programa utilitario (osccmseheaders.exe), que envia uma mensagem de e-mail
especial usando a interface do Microsoft Exchange SMTP. Apés a mensagem de
e-mail especial ter sido enviada, os cabegalhos personalizados necessarios
estardo disponiveis por meio da interface do Microsoft Exchange IMAP.

Antes de executar o programa utilitario, vocé precisa fazer o seguinte:

* Configurar o Microsoft Exchange Server para ser compativel com o SMTP
autenticado. O utilitario usa uma sessdo de SMTP autenticado para
especificar os cabecgalhos personalizados. Caso seja necessério, é possivel
desativar o SMTP autenticado apds o utilitario ter sido executado com
SuCesso.

* Sevocé estiver usando o Microsoft Exchange Server 2007 SP2 ou posterior,
execute o seguinte comando no Shell de Gerenciamento do Exchange, na
magquina do Microsoft Exchange Server:

Set-TransportConfig -HeaderPromotionModeSetting MayCreate

Se necessario, é possivel retornar para o valor anterior da propriedade
HeaderPromotionModeSetting apds executar o utilitario.

Para especificar cabecgalhos personalizados:

1. Na maquina do servidor principal, navegue até a pasta, na qual o software do
OpenScape Contact Center esta instalado e, depois, clique duas vezes em
osccmseheaders.exe. Sera aberta uma janela de prompt de comando.

2. Pressione ENTER para continuar.

3. No prompt From address, digite o enderego de e-mail que se deseja usar
como endere¢o de origem para enviar a mensagem de e-mail especial, e,
depois, aperte ENTER. Ele deve ser o endereco de e-mail associado com a
conta de usudrio usada para autenticagdo com o Microsoft Exchange Server,
como a conta OSCCEmail padrao.

4. No prompt To address, digite o endereco de e-mail para o qual se deseja
enviar a mensagem de e-mail especial, e, depois, aperte ENTER. Ele deve
ser um endereco de e-mail conhecido no Microsoft Exchange Server.

5. No prompt Subject, digite um assunto para a mensagem de e-mail especial,
e, depois, aperte ENTER.

13
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6. No prompt SMTP server host name, digite o nome do host da maquina do
Microsoft Exchange Server e, depois, pressione ENTER.

7. No prompt SMTP server port number, digite 0 nimero da porta que foi
configurada para o SMTP na maquina do Microsoft Exchange Server e,
depois, pressione ENTER.

8. No prompt SMTP user name, digite 0 nome do usuario para a conta do
Microsoft Exchange Server que sera usado para enviar a mensagem de e-
mail especial e, depois, pressione ENTER. A conta deve ser capaz de enviar
uma mensagem de e-mail usando o From address especificado na etapa 3.

9. No prompt SMTP password, digite a senha d a conta do Microsoft Exchange
Server que sera usada para enviar a mensagem de e-mail especial e, depois,
pressione ENTER.

3.5 Planejando a implementagao do IBM Lotus Domino

14

Para que o sistema OpenScape Contact Center use o Lotus Domino, é
necessario configurar uma caixa postal com capacidade de IMAP, na qual as
mensagens de e-mail do usuario serdo entregues. Certifique-se de configurar
Format preference for incoming mail na caixa postal como Prefers MIME.
Para obter informacdes sobre como para fazer isso e outras tarefas descritas
nesta segéo, consulte a documentag¢ao do Lotus Domino.

IMPORTANTE: A configuracdo do Lotus Domino sé deve ser completada por
um Administrador treinado no Lotus Domino.

Se desejar apresentar varios enderecos de e-mail de contato para seus clientes,
€ necessario configurar um alias para cada enderego de e-mail adicional que
apontar para a caixa postal compativel com o IMAP. Criar um alias assegura que
as mensagens de e-mail enviadas ao E-mail Server corporativo sejam roteadas
para a caixa postal do E-mail Server do OpenScape Contact Center para
tratamento do usuario. Para obter mais informagbes, veja a Ajuda do Manager.
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Consulte a Ajuda do Administrador do Lotus Domino para obter mais
informacgdes sobre:

* Seguranga dos aliases configurados

* Configuragéo do roteamento SMTP

IMPORTANTE: Certifique-se de haver ativado a immediate full text indexing
(indexacao imediata do texto integral) na base de dados criada. Se a indexagéo
imediata do texto integral ndo foi ativada, a procura do IMAP n&o dara resultado
e o desempenho do E-mail Server do OpenScape Contact Center sera afetado
negativamente.

3.5.1 Compactando a base de dados

Ao compactar uma base de dados Lotus Domino, o E-mail Server do OpenScape
Contact Center identifica o E-mail Server corporativo como desativado porque o
acesso do IMAP a base de dados estara interrompido. O tipo de compactagao da
base de dados que se implementa afeta o periodo em que o E-mail Server do
OpenScape Contact Center podera acessar a base de dados do Lotus Domino.
Recomenda-se selecionar a opgcdo Compactagao no local somente com
recuperagao de espacgo (-b flag). Este € o método mais rapido e o que afeta
minimamente o seu sistema.

IMPORTANTE: Recomendamos enfaticamente que vocé compacte a base de
dados do E-mail Server corporativo durante o periodo de manutengao de dados
do OpenScape Contact Center. A execugao desta manutengao em qualquer
outro periodo afeta negativamente o processamento das mensagens de e-mail
no OpenScape Contact Center.
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3.6 Configurando uma conexdo segura para um E-mail Server
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Para configurar uma conexao segura (SSL) entre o E-mail Server corporativo e
o E-mail Server do OpenScape Contact Center, é necessario realizar as
seguintes tarefas:

¢ Instale um certificado SSL e ative a seguranga SSL para as mensagens de
e-mail entrantes (IMAP4) e/ou saintes (SMTP) na maquina do E-mail Server
corporativo. Siga as instrugdes dadas pelo fabricante, ou entre em contato
com seu provedor de e-mail para obter ajuda.

NOTA: Os servidores Lotus Domino conexdes protegidas por SSL em uma
determinada porta mesmo que a porta ndo esteja configurada para exigir o
uso de SSL. Isso ndo acarreta nenhum problema operacional. Entretanto, os
administradores devem estar cientes de que, embora o OpenScape Contact
Center seja capaz de estabelecer uma conexao segura ao servidor Domino,
essa ndo é uma indicacao confiavel de que o uso de SSL sera exigido para
conexdes estabelecidas por outros clientes de e-mail. Se vocé necessitar de
um ambiente Domino seguro, é necessario verificar isso cuidadosamente na
configuragdo do Domino.

* Ative a seguranca SSL para o IMAP Server e/ou SMTP Server
correspondente no aplicativo Manager. Para obter mais detalhes, consulte a
Ajuda do Manager.

Recomendamos que vocé obtenha o certificado de uma autoridade certificadora
reconhecida, como a VeriSign, embora certificados auto-assinados também
sejam compativeis. Em qualquer um dos casos, o certificado devera ser
confiavel.

NOTA: Quando vocé usa um certificado que é gerado por vocé mesmo ou por
uma autoridade de certificagdo que nao esta coberta pela keystore do Java
padrao e deseja instalar um novo certificado SSL nos e-mail servers
corporativos, podera ser necessario adicionar o certificado raiz+intermediario
correspondente no keystore do pacote JAVA utilizado pelo Agent Portal.

O certificado pode ser adicionado ao keystore por meio da linha de comandos a
sequir (a partir do diretério <Java>\bin):

keytool —-import -alias <server fqgdn> -keystore
..\lib\security\cacerts -file <certificate file>
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3.7 Usando autenticagdo em um E-mail Server

No sistema OpenScape Contact Center, a autenticagcéo é obrigatéria para o
IMAP Server, e opcional para o SMTP Server. As configuragdes de autenticagédo
especificadas no E-mail Server corporativo devem corresponder aquelas
especificadas no sistema OpenScape Contact Center.

Para ativar a autenticagdao no Microsoft Exchange:

* Selecione Autenticagao basica.

» Se vocé tiver SSL habilitado, certifique-se de selecionar a opgéo de Exigir
criptografia.

Para ativar a autenticagdo no IBM Lotus Domino:

* O sistema OpenScape Contact Center nao utiliza certificados de clientes;
assim, para as opgoes de autenticagdo do SSL, certifique-se de que
Certificado do cliente esteja configurado como Nao e Nome e senha esteja
configurado como Sim.

3.8 Compatibilidade com a funcao Relatérios por e-mail

Para usar a fungéo relatérios por e-mail, o E-mail Server do OpenScape Contact
Center devem ser capaz de enviar mensagens de e-mail, por meio do E-mail
Server corporativo, usando um enderego De diferente do endereco De que o E-
mail Server do OpenScape Contact Center usa para fazer logon no E-mail Server
corporativo.

As intencgao é permitir que o E-mail Server do OpenScape Contact Center envie
mensagens de e-mail em nome da outras contas de e-mail do SMTP. Por
exemplo, quando o E-mail Server do OpenScape Contact Center faz logon no E-
mail Server corporativo como “oscc@empresa.com” e uma mensagem de e-mail
€ enviada em nome de “gerente@empresa.com”, a expectativa € que o
destinatario da mensagem veja “De: gerente@empresa.com”, e ndo “De
oscc@empresa.com em nome de gerente@empresa.com”.

17



Configurando o E-mail Server corporativo
Compatibilidade com a fungao Relatérios por e-mail

18

Quando o E-mail Server corporativo estiver configurado para autenticagdo de
SMTP e a retransmissdo de SMTP for restrita, essa funcionalidade pode ser
obtida da seguinte maneira:

Microsoft Exchange Server 2007, 2010 e 2013 — Se precisar enviar
mensagens de e-mail de enderegos de e-mail que estejam no mesmo
dominio, vocé podera dar a conta do E-mail Server do OpenScape Contact
Center no E-mail Server Corporativo permissao total para cada uma das
caixas postais do usuario do OpenScape Contact Center por meio do Active
Directory. Também é necessario criar um novo contato no Active Directory
com o enderego de e-mail SMTP OSCCEmail@empresa.com e, entdo, dar a
conta de e-mail da maquina do servidor do OpenScape Contact Center
permissao para Enviar como para o novo contato. Para obter mais detalhes,
consulte a documentacao do Microsoft Exchange Server.

Apenas Microsoft Exchange Server 2007, 2010 e 2013 — Se precisar
enviar mensagens de e-mail de enderegos de e-mail que estejam fora do
dominio, vocé podera configurar um conector de Recepc¢ao personalizado.
Para obter mais detalhes sobre como configurar um conector de Recepgao,
consulte a documentacao do Microsoft Exchange Server.

Lotus Domino 8.0 e 8.5 — O Unico requisito é que vocé deve certificar-se de
que o valor da configuragdo SMTPVerifyAuthenticatedSender seja 0. Para
obter mais detalhes sobre esta configuragéo, consulte a documentacéao do
Lotus Domino.
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4 Configurando o Corporate Web Server

Este capitulo descreve como configurar os arquivos dos componentes da Web
na maquina do Corporate Web Server para dar suporte as fungdes de integracao
do Web Collaboration, do Web Callback, e do VoiceXML do OpenScape Contact
Center. Ele também descreve como configurar uma conexao segura para a
maquina do Corporate Web Server, localizar e personalizar os arquivos padrao
e resolver problemas comuns.

IMPORTANTE: Antes de atualizar os arquivos na maquina do Corporate Web
Server, copie quaisquer arquivos de componentes personalizados da Web para
um local seguro, para que vocé possa reaplica-los apés a atualizagédo. Se isso
nao for feito, ocorrera a perda de quaisquer arquivos personalizados, que nao
serdo mantidos como parte do processo de atualizacao.

NOTA: Ao criar ou personalizar paginas da Web para usar com as fungdes Web
do OpenScape Contact Center, certifique-se de adotar precaugdes para
minimizar vulnerabilidades de seguranga potenciais.

4.1 Requisitos do sistema para a utilizagao de componentes da Web

Para que os arquivos dos componentes da Web funcionem devidamente, é
necessario certificar-se de que o Corporate Web Server e o navegador da Web
usados para acessar as fungdes atendam aos requisitos descritos nesta secgao.

4.1.1 Requisitos do Corporate Web Server

O Corporate Web Server pode usar qualquer um dos Web Servers a seguir e
seus sistemas operacionais correspondentes:

* Microsoft Internet Information Server (11S) 8 e 8.5
* Apache Tomcat 6.0 no Red Hat Enterprise Linux 6 Server

* Apache Tomcat 7.0.63 no Red Hat Enterprise Linux 6 Server

4.1.2 Requisitos do navegador da Web

Os seguintes navegadores da Web foram testados em combinagido com o
sistema OpenScape Contact Center:
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e Internet Explorer6,7,8e 9
e Firefox 10 e 11

Para obter mais informagdes sobre esses servidores, consulte a documentagao
do fabricante.

Certifique-se de que o navegador da Web esteja configurado da seguinte
maneira:

* A configuracdo de seguranga para a Internet é definida como média ou
inferior

* Javascript esta ativado

* Pop-ups estao ativados (o bloqueador de pop-ups esta desligado, ou
configurado para sempre permitir pop-ups do Web site)

4.2 Configurando componentes da Web

20

Esta se¢ao descreve como configurar os componentes da Web, dependendo do
tipo de Web Server instalado.

NOTA: Como resultado da configuragdo do Web Interaction Server, vocé pode
ter que executar configuragées adicionais dos componentes da Web. Por
exemplo, vocé pode ter que configurar uma conexao segura para um Web Server
ou personalizar os componentes da Web. Para obter mais detalhes, consulte a
Secdo 4.3, “Configurando uma conexao segura para um Web Server”’, na pagina
32 e a Segao 4.4, “Localizando e personalizando componentes da Web”, na
pagina 35..

4.2.1 Configurando um IIS Server

Esta secéo descreve como definir os componentes da Web num 1IS Server. Se
precisar de informacdes sobre a instalagdo e configuragcéo do proéprio IIS Server,
consulte a documentagao do Windows.

NOTA: O OpenScape Contact Center utiliza um mecanismo de heartbeat para
monitorar a conexao entre o Corporate Web Server e Web Interaction Server. Ha
varias configuragdes em um IIS Server, como reciclagem de grupo de aplicativos,
que pode fazer com que o componente do OpenScape Contact Center ISAPI
seja descarregado. Se isso acontecer, o aplicativo System Monitor indicara que
a conexao esta inativa. Para evitar este problema, altere a configuragao
conforme descrito na documentagao do Windows.
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NOTA: Quando o IIS Server estiver executando um sistema operacional de 64
bits, o IIS Server deve estar configurado para executar aplicativos da Web de 32
bits, porque o ISAPI DLL do OpenScape Contact Center é de 32 bits.

4.2.1.1 Configurando os arquivos dos componentes da Web
em um lIS Server

E necessario copiar os arquivos dos componentes da Web do DVD do
OpenScape Contact Center para a maquina do Corporate Web Server €, depois,
atualizar os arquivos.

Para configurar os arquivos dos componentes da Web em um IIS Server:

1. Crie uma pasta na maquina do Web Server corporativo para armazenar os
arquivos dos componentes da Web. Por exemplo:

c:\HPPC
2. Insira o DVD do OpenScape Contact Center na unidade de DVD-ROM.

3. No DVD, procure a pasta OpenScape Contact Center Web
Components\IIS.

4. Copie o arquivo HPPCEnterpriseWeb.zip para o Web Server corporativo e
descompacte o arquivo no local que vocé criou na etapa 1. A seguinte
estrutura de arquivos sera criada:

c:\HPPC\Default.htm

c:\HPPC\hppcwis.dll

c:\HPPC\HPWC.ini

c:\HPPC\html

c:\HPPC\htmN\WCCallbackMain.htm
c:\HPPC\htmI\WCMain.htm

c:\HPPC\html\english (e arquivos correspondentes)
c:\HPPC\images (e archivos correspondentes)

c:\HPPC\VXML (e arquivos correspondentes)

IMPORTANTE: Nao altere esta estrutura de arquivos, pois ela & necessaria
para os arquivos serem executados devidamente.
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5. Abra o arquivo HPWC.ini em um editor de textos e, em [HPPCSETTINGS],

mude a configuracdo de Enderego para o nome do host ou endereco IP da
maquina do servidor principal do OpenScape Contact Center.

NOTA: Quando o sistema estiver configurado para alta disponibilidade
(warm standby), é necessario alterar a configuragdo de Endere¢o para o
nome do cluster ou endereco IP virtual do cluster de servidores.

IMPORTANTE: Certifique-se de que a configuragdo de Porta seja igual ao
numero da porta configurado no aplicativo Manager, e que a porta esteja
aberta no firewall entre a maquina do Web Server corporativo e a maquina
do servidor principal do OpenScape Contact Center. O nimero de porta
padrao é 6021. Se vocé alterar o nimero da porta, € necessario reiniciar o
Web Server corporativo e o Web Interaction Server.

Salve e feche o arquivo.

No IIS, crie um novo diretério virtual para o Web Site padrdo. Para obter mais
detalhes, veja a documentacédo de Windows. Ao criar o diretorio virtual,
certifique-se de que vocé:

¢ Forneca um alias como HPPC.

* Selecione a pasta que vocé criou na etapa 1 quando o sistema pedir que
vocé especifique o diretério de conteudo do Web Site.

* Ative as seguintes permissdes de acesso:
— Leitura
— Executar scripts (como ASP)

— Executar (como aplicativos ISAPI ou CGl)

IMPORTANTE: Certifique-se de que os ramais ISAPI tenham o status
permitido no n6 Ramais do Web Service no 1IS Manager para o 1IS. Caso
contrario, quando o sistema tentar chamar a funcionalidade ISAPI do
OpenScape Contact Center, recebera o erro 404. Para ativar ou desativar os
ramais ISAPI individualmente, verifique a ajuda do Microsoft Management
Console para obter informagdes relativas a ativacao e desativacao do
conteudo dindmico em configuragdes de servidores.
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4.2.1.2 Testando o Web Collaboration em um servidor IS

Esta secédo descreve como testar a funcionalidade Web Collaboration no IIS
Server.

Para testar o Web Collaboration em um IIS Server:

1.

Abra um navegador da Web e digite o URL para acessar a pagina de
demonstragao WCMain.htm. O formato do URL é:

http://<hostname>/<VirtualPath>/html/WCMain.htm
onde

* <hostname> € 0 nome do host ou enderego IP da maquina do servidor.

e <VirtualPath> é o caminho para o diretério virtual que vocé criou.
Por exemplo:

http://127.0.0.1/HPPC/html/WCMain.htm

Na pagina WCMain.htm, clique no botéo Solicitar sessdo da Web. Se vocé
vir uma pagina com a mensagem “Vocé solicitou uma sessdo do Web
Collaboration ao vivo”, entdo vocé carregou CaptureWCData.htm e
configurou com sucesso o Web Collaboration no Web Server em uma
configuracao padrao basica.

NOTA: Neste ponto, se clicar no botao Enviar em CaptureWCData.htm, é
possivel receber um erro. E possivel clicar neste botdo ap6s a configuragéo
do Web Server estar completa.

Configure o Web Interaction Server na maquina do servidor principal do
OpenScape Contact Center. Para obter mais detalhes, consulte a Ajuda do
Manager.
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4.2.1.3 Testando o callback na Web em um IIS Server

Esta secao descreve como testar a funcionalidade Callback na Web no IS
Server.

Para testar o callback na Web em um IIS Server:

1.

Abra um navegador da Web e digite o URL para acessar a pagina de
demonstragao WCCallbackMain.htm. O formato do URL é:

http://<hostname>/<VirtualPath>/html/WCCallbackMain.htm
onde

* <hostname> € 0 nome do host ou endereco IP da maquina do servidor.

* <VirtualPath> é o caminho para o diretério virtual que vocé criou.
Por exemplo:

http://127.0.0.1/HPPC/html/WCCallbackMain.htm

Na pagina WCCallbackMain.htm, clique no botao Tentar Callback na Web.
Se a pagina abrir mostrando campos com informacgdes sobre os contatos
com os clientes, entdo WebCallback.htm foi carregado e vocé configurou
com sucesso 0 Web Callback no Web Server em uma configuragéo padrao
basica.

NOTA: Neste ponto, se vocé clicar no botao Enviar em WebCallback.htm,
é possivel receber um erro. E possivel clicar neste botdo ap6s a configuragéo
do Web Server estar completa.

Configure o Web Interaction Server na maquina do servidor principal do
OpenScape Contact Center. Para obter mais detalhes, consulte a Ajuda do
Manager.

4.2.1.4 Testando a integragao do VoiceXML em um IIS Server

Esta segéo descreve como testar a integragdo do VoiceXML no IIS Server.

Para testar a integragcdao do VoiceXML em um IIS Server:

1.

Certifique-se de que VoiceXML esteja definido como um tipo MIME nas
propriedades do diretério virtual ou no sistema como um todo. Por exemplo,
para definir o tipo MIME no diretério virtual:

a) Clique com o botao direito do mouse no diretdrio virtual e selecione
Propriedades.

b) Clique na guia Cabegalhos de HTTP e, depois, clique em Tipos de
MIME.
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c) Clique em Novo.

d) Na caixa Ramal, digite VvXML.

e) Na caixa MIME, digite application/voicexml+xml.
f) Clique em OK.

Abra um navegador da Web e digite o URL para acessar a pagina de
demonstragao Initialize.vxml. O formato do URL é:

http://<hostname>/<VirtualPath>/VXML/Initialize.vxml

onde:
* <hostname> € 0 nome do host ou enderego IP da maquina do servidor.

* <VirtualPath> é o caminho para o diretério virtual que vocé criou.
Por exemplo:
http://127.0.0.1:8080/HPPC/VXML/Initialize.vxml

Na caixa de dialogo que aparecer, clique em OK para abrir 0 arquivo
Initialize.vxml. Se vir o arquivo Initialize.vxml, entdo vocé configurou com
sucesso o VoiceXML no Web Server em uma configuragdo padréo basica.

Configure o Web Interaction Server na maquina do servidor principal do
OpenScape Contact Center. Para obter mais detalhes, consulte a Ajuda do
Manager.

4.2.2 Configurando um Tomcat Server

Esta segéo descreve como definir as configuragdes dos componentes da Web
no Tomcat Server. Se vocé necessitar de informagdes sobre a instalacdo e
configuracao do préprio Tomcat Server, ou sobre a conexao do Tomcat ao
Apache Server, consulte a documentagdo do Tomcat Server.

4.2.2.1 Configurando o arquivo .war em um Tomcat Server

Esta seg¢do descreve como configurar e implementar o arquivo .war em um
Tomcat Server.

Para configurar o arquivo .war em um Tomcat Server:

1.
2.

Insira o DVD do OpenScape Contact Center na unidade de DVD-ROM.

No DVD, procure a pasta OpenScape Contact Center Web
Components\Apache Tomcat.

Copie o arquivo HPPCEnterpriseWeb.war para a maquina do Web Server
corporativo.
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4.

7.

Renomeie o arquivo .war com um nome adequado para seu ambiente. Nas
instrucdes a seguir, 0o nome do arquivo .war foi alterado para HPPC.war. Isso
implementara o exemplo de aplicativo da Web chamado HPPC. O nome do
arquivo .war deve ser capitalizado conforme mostrado para a configuragéo
de exemplo para funcionar.

Certifique-se de que o Kit de desenvolvimento Java (JDK) esteja instalado.

Para extrair o arquivo config.properties para uma nova pasta chamada
hpwcapp, abra uma janela de aviso de comando, mude para o diretério que
contém o arquivo HPPC.war, digite o seguinte no prompt de comando e, em
seguida, pressione ENTER:

jar xfv HPPC.war hpwcapp/config.properties

Abra o arquivo hpwcapp/config.properties em um editor de textos e faga o
seguinte:

¢ Altere a definigdo de servlet.name para refletir o nome do arquivo .war
que vocé especificou na etapa 4. Na configuracdo do exemplo, a
definigdo é servlet.name=/HPPC/hppcwebchat.

¢ Altere a configuragao de socket.server.name para o nome do host ou
endereco IP da maquina do servidor principal do OpenScape Contact
Center.

NOTA: Quando o sistema estiver configurado para alta disponibilidade
(warm standby), é necessario alterar a configuragéo de
socket.server.name para o nome do cluster ou endereco IP virtual do
cluster de servidores.

NOTA: Certifique-se de que a configuragcao de socket.server.port seja
igual ao numero da porta configurado no aplicativo Manager, e que a
porta esteja aberta no firewall entre a maquina do Web Server
corporativo e a maquina do servidor principal do OpenScape Contact
Center. O numero de porta padrao é 6021. Se vocé alterar o nUmero da
porta, € necessario reiniciar o Web Server corporativo e o Web
Interaction Server.

8. Salve e feche o arquivo.

9. Para atualizar o arquivo HPPC.war, no aviso de comando no mesmo

diretério, como na etapa 6, digite:

jar ufv HPPC.war hpwcapp/config.properties

10. Implemente o arquivo HPPC.war no Tomcat Server. Para obter mais

detalhes, consulte a documentag&do do Tomcat Web Application Manager.
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4.2.2.2 Testando o Web Collaboration em um Tomcat Server

Esta secéo descreve como testar a fungao Web Collaboration em um Tomcat
Server.

Para testar o Web Collaboration num Tomcat Server:

1.

Abra um navegador da Web e digite o URL para acessar a pagina de
demonstragao WCMain.htm. O formato do URL é:

http://<hostname>/HPPC/html/WCMain.htm

onde <hostname> é 0 nome do host ou enderecgo IP da maquina do servidor
do Web Server corporativo.

Por exemplo:
http://127.0.0.1:8080/HPPC/html/WCMain.htm

Na pagina WCMain.htm, clique no botéo Solicitar sessdao da Web. Se vocé
vir uma pagina com a mensagem “Vocé solicitou uma sessédo do Web
Collaboration ao vivo”, entdo vocé carregou CaptureWCData.htm e
configurou com sucesso o Web Collaboration no Web Server em uma
configuracao padrao basica.

NOTA: Neste ponto, se clicar no botdo Enviar em CaptureWCData.htm, é
possivel receber um erro. E possivel clicar neste botdo ap6s a configuragao
do Web Server estar completa.

Configure o Web Interaction Server na maquina do servidor principal do
OpenScape Contact Center. Para obter mais detalhes, consulte a Ajuda do
Manager.

4.2.2.3 Testando o callback na Web usando um Tomcat Server

Esta secéo descreve como testar a fungao Callback na Web em um Tomcat
Server.

Para testar o callback na Web em um Tomcat Server:

1.

Abra um navegador da Web e digite o URL para acessar a pagina de
demonstracdo WCCallbackMain.htm. O formato do URL é:

http://<hostname>/HPPC/html/WCCallbackMain.htm

onde <hostname> € 0 nome do host ou endereco IP da maquina do servidor
do Web Server corporativo.

Por exemplo:

http://127.0.0.1:8080/HPPC/html/WCCallbackMain.htm
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2. Na pagina WCCallbackMain.htm, clique no botdo Tentar Callback na Web.

Se a péagina abrir mostrando campos com informacgdes sobre os contatos
com os clientes, entdo WebCallback.htm foi carregado e vocé configurou
com sucesso o Web Callback no Tomcat Server em uma configuragcéo
padrédo basica.

NOTA: Neste ponto, se vocé clicar no botao Enviar em WebCallback.htm,
é possivel receber um erro. E possivel clicar neste botdo apés a configuragéo
do Web Server estar completa.

Configure o Web Interaction Server na maquina do servidor principal do
OpenScape Contact Center. Para obter mais detalhes, consulte a Ajuda do
Manager.

4.2.2.4 Testando a integragao do VoiceXML em um Tomcat
Server

Esta segéo descreve como testar a integragdo do VoiceXML em um Tomcat
Server.

Para testar a integragcdo do VoiceXML em um Tomcat Server:

1.

Abra um navegador da Web e digite o URL para acessar a pagina de
demonstragao Initialize.vxml. O formato do URL é:

http://<hostname>/HPPC/VXML/Initialize.vxml

onde <hostname> € 0 nome do host ou enderego IP da maquina do servidor
do Web Server corporativo.

Por exemplo:
http://127.0.0.1:8080/HPPC/VXML/Initialize.vxml

Na caixa de dialogo que aparecer, clique em OK para abrir 0 arquivo
Initialize.vxml. Se vir o arquivo Initialize.vxml, entdo vocé configurou com
sucesso o VoiceXML no Tomcat Server em uma configuragao padrao basica.

Configure o Web Interaction Server na maquina do servidor principal do
OpenScape Contact Center. Para obter mais detalhes, consulte a Ajuda do
Manager.

4.2.3 Configurando um Sun Java System Web Server

Esta secado descreve como configurar os componentes da Web em um Sun Java
System Web Server. Se precisar de informagdes sobre a instalagéo e
configuragédo do Sun Java System Web Server, consulte a documentagao do
Sun.
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4.2.3.1 Configurando o arquivo .war em um Sun Java System
Web Server

Esta se¢éo descreve como configurar e implementar o arquivo .war em um Sun
Java System Web Server.

Para configurar o arquivo .war em um Sun Java System Web Server:

1. Insira 0 DVD do OpenScape Contact Center na unidade de DVD-ROM.

2. No DVD, procure a pasta OpenScape Contact Center Web
Components\Sun Java System Web Server.

3. Copie o arquivo HPPCEnterpriseWeb.war para a maquina do Web Server
corporativo.

4. Renomeie o arquivo .war com um nome adequado para seu ambiente. Nas
instrugdes a seguir, 0 nome do arquivo .war foi alterado para HPPC.war. Isso
implementara o exemplo de aplicativo da Web chamado HPPC. O nome do
arquivo .war deve ser capitalizado conforme mostrado para a configuracao
de exemplo para funcionar.

5. Para extrair o arquivo config.properties para uma nova pasta chamada
hpwcapp, abra uma janela de aviso de comando, mude para o diretério que
contém o arquivo HPPC.war, digite o seguinte na linha de comando e, em
seguida, pressione ENTER:

jar xfv HPPC.war hpwcapp/config.properties

6. Abra o arquivo hpwcapp/config.properties em um editor de textos e faga o
seguinte:

e Altere a definicdo de servlet.name para refletir o nome do arquivo .war
que vocé especificou na etapa 4. Na configuracao do exemplo, a
definicdo é servlet.name=/HPPC/hppcwebchat.

¢ Altere a configuragao de socket.server.name para o nome do host ou
enderecgo IP da maquina do servidor principal do OpenScape Contact
Center.

NOTA: Quando o sistema estiver configurado para alta disponibilidade
(warm standby), é necessario alterar a configuragao de
socket.server.name para o nome do cluster ou endereco IP virtual do
cluster de servidores.

NOTA: Certifique-se de que a configuracdo de socket.server.port seja
igual ao numero da porta configurado no aplicativo Manager, e que a
porta esteja aberta no firewall entre a maquina do Web Server
corporativo e a maquina do servidor principal do OpenScape Contact
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Center. O numero de porta padrao é 6021. Se vocé alterar o niUmero da
porta, € necessario reiniciar o Web Server corporativo e o Web
Interaction Server.

7. Salve e feche o arquivo.

8. Para atualizar o arquivo HPPC.war, no aviso de comando no mesmo
diretério, como na etapa 5, digite:
jar ufv HPPC.war hpwcapp/config.properties

9. Acesse 0 site do administrador do Sun Java System Web Server e crie uma
nova instancia de servidor. Para acessar o site do administrador, abra um
navegador da Web e digite o URL. O formato do URL é:

http://<nome do host>/https-admserv/bin/index

onde <hostname> é o nome do host ou endereco IP da maquina do servidor
do Web Server corporativo.

Ao criar a instancia do servidor, use HPPC para o identificador do servidor.
Isso criara automaticamente uma pasta chamada /https-HPPC. Para obter
mais detalhes, veja a documentagéo do Sun.

NOTA: Se vocé marcar a caixa de selecdo Nunca tentar resolver
enderegos IP em nomes de hosts, é necessario ser consistente com sua
configuragéo. Isso significa que se deve usar enderegos de IP ou nomes de
host, mas ndo ambos.

10. Inicie a nova instancia do servidor.

11. Implemente o arquivo HPPC.war no Sun Java System Web Server. Para
obter mais detalhes, veja a documentagdo do Sun. Ao implementar arquivo
.war, o URL do aplicativo sera /[HPPC.

4.2.3.2 Testando o Web Collaboration em um Sun Java System
Web Server

Esta secéo descreve como testar o Web Collaboration em um Sun Java System
Web Server.

Para testar o Web Collaboration em um Sun Java System Web Server:

1. Abra um navegador da Web e digite o URL para acessar a pagina de
demonstragdo WCMain.htm. O formato do URL é:
http://<hostname>/HPPC/html/WCMain.htm

onde <hostname> € 0 nome do host ou enderego IP da maquina do servidor
do Web Server corporativo.
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Por exemplo:
http://127.0.0.1:8181/HPPC/html/WCMain.htm

Na pagina WCMain.htm, clique no bot&o Solicitar sessdao da Web. Se vocé
vir uma pagina com a mensagem “Vocé solicitou uma sessédo do Web
Collaboration ao vivo”, entdo vocé carregou CaptureWCData.htm e
configurou com sucesso o Web Collaboration no Web Server em uma
configuracao padrao basica.

NOTA: Neste ponto, se clicar no botao Enviar em CaptureWCData.htm, é
possivel receber um erro. E possivel clicar neste botdo ap6s a configuragéo
do Web Server estar completa.

Configure o Web Interaction Server na maquina do servidor principal do
OpenScape Contact Center. Para obter mais detalhes, consulte a Ajuda do
Manager.

4.2.3.3 Testando o callback na Web em um Sun Java System
Web Server

Esta segéo descreve como testar o callback na Web em um Sun Java System
Web Server.

Para testar o callback na Web em um Sun Java System Web Server:

1.

2.

Inicie a instancia do servidor que vocé criou em Segédo 4.2.3.1, “Configurando
0 arquivo .war em um Sun Java System Web Server”, na pagina 29.

Abra um navegador da Web e digite o URL para acessar a pagina de
demonstracao WCCallbackMain.htm. O formato do URL é:

http://<hostname>/HPPC/html/WCCallbackMain.htm

onde <hostname> € o nome do host ou enderego IP da maquina do servidor
do Web Server corporativo.

Por exemplo:

http://127.0.0.1:8081/HPPC/html/WCCallbackMain.htm
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3. Na pagina WCCallbackMain.htm, clique no botdo Tentar Callback na Web.
Se a péagina abrir mostrando campos com informacgdes sobre os contatos
com os clientes, entdo WebCallback.htm foi carregado e vocé configurou
com sucesso o0 Web Callback no Sun Java System Web Server em uma
configuragéo padrao basica.

NOTA: Neste ponto, se vocé clicar no botao Enviar em WebCallback.htm,
é possivel receber um erro. E possivel clicar neste botdo apés a configuragéo
do Web Server estar completa.

4. Configure o Web Interaction Server na maquina do servidor principal do
OpenScape Contact Center. Para obter mais detalhes, consulte a Ajuda do
Manager.

4.3 Configurando uma conexao segura para um Web Server
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O sistema pode ser configurado para usar a autenticagdo baseada em
certificados TLS, a fim de garantir uma conexao segura entre o Web Interaction
Server e o Corporate Web Server.

Esta secéo descreve como ativar a seguranga TLS no Web Server corporativo,
de acordo com o tipo de Web Servers corporativo que vocé tem.

Para completar a configuragédo de TLS, também é necessario fazer o seguinte:

1. Instale um certificado TLS na maquina do servidor principal. Para mais
detalhes, consulte o Guia de Instalagéao.

2. No aplicativo Manager, selecione uma porta ativada para TLS para a
conexao pela Web. Para obter mais detalhes, consulte a Ajuda do Manager.

NOTA: Recomendamos que vocé néo ative a seguranga TLS no Web Server
corporativo até que todas as outras configuragdes do Web Interaction Server
estejam concluidas.
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4.3.1 Ativando TLS em um IIS Server

Esta se¢do descreve como ativar a seguranga TLS em um IIS Server.

Para ativar TLS num IIS Server:

1.
2.

Abra o arquivo HPWC.ini em um editor de textos.

Em [HPPCSETTINGS], certifique-se de que o Enderego esteja configurado
como o nome do host da maquina do servidor principal do OpenScape
Contact Center, que corresponde ao nome comum do certificado TLS.

NOTA: Quando o sistema estiver configurado para alta disponibilidade
(warm standby), sera necessario definir a configuragdo de Enderego como
o nome do cluster de servidores.

Defina a configuragdo de TLSPort como o nimero da porta que sera usada
pelas fungbes seguras da Web, como por exemplo:

SSLPort=443

NOTA: Certifique-se de que o numero da porta que vocé configurar aqui
corresponda ao numero da porta TLS configurado no aplicativo Manager.
Para obter mais detalhes, consulte a Ajuda do Manager.

Configure os flags necessario da SSL como true:
e Para Web Collaboration, ChatUsesSSL=true
e Para Callback na Web, CallbackUsesSSL=true

e Para VoiceXML, VoiceXMLUsesSSL=true

NOTA: Quando o flag da TLS estiver configurado como true, a fungao so
estara disponivel através da TLS na porta especificada pela configuracao de
TLSPort.

No menu Arquivo, clique em Salvar e, depois, clique em Sair.
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4.3.2 Ativando o TLS em um Tomcat ou Sun Java
Server

Esta segao descreve como ativar a seguranga TLS em um Tomcat Web Server
ou em um Sun Java System Web Server.

Se for necessério, faga download do Java Secure Socket Extension (JSSE)
antes de comegar. Para obter instru¢des detalhadas, consulte a documentagao
do fabricante.

Para ativar o TLS em um Tomcat ou Sun Java Server:

1.
2.
3.

Instale a keystore de acordo com as instrugdes do fabricante.
Abra o arquivo config.properties em um editor de textos.

Defina a configuragéo de socket.server.name como o nome do host da
maquina do servidor principal do OpenScape Contact Center, que
corresponde ao nome comum do certificado TLS.

NOTA: Quando o sistema estiver configurado para alta disponibilidade
(warm standby), sera necessario definir a configuracdo de
socket.server.name como o nome do cluster de servidores.

Defina a configuragado de socket.server.port.ssl como o niumero da porta
que sera usada pelas fungdes seguras da Web, como por exemplo:

socket.server.port.ssl=443

NOTA: Certifique-se de que o numero da porta que vocé configurar aqui
corresponda ao numero da porta TLS configurado no aplicativo Manager.
Para obter mais detalhes, consulte a Ajuda do Manager.

Configure os flags necessario da SSL como true:
e Para Web Collaboration, socket.webchat.ssl=true
¢ Para Callback na Web, socket.webcallback.ssl=true

* Para VoiceXML (somente Tomcat), socket.voicexml.ssl=true

NOTA: Quando o flag da TLS estiver configurado como true, a fungao s6
estara disponivel através da SSL na porta especificada pela configuragao de
socket.server.port.ssl.

No menu Arquivo, clique em Salvar e, depois, clique em Sair.
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4.4 Localizando e personalizando componentes da Web

Apds vocé ter testado o Corporate Web Server, é possivel localizar e, depois,
personalizar os arquivos dos componentes da Web para seu ambiente.

4.41 Localizando componentes da Web

Apos vocé ter testado o Corporate Web Server, é possivel localizar os arquivos
dos componentes da Web para o idioma compativel com seu Web site. O
exemplo abaixo mostra um procedimento de localizagao para o idioma alemao.

Para localizar os arquivos dos componentes da Web:

1.

Crie um novo subdiretorio sobre o diretério html da estrutura de diretérios
existente mostrada na etapa 4 de Secédo 4.2.1.1, “Configurando os arquivos
dos componentes da Web em um IIS Server”. Por exemplo:

c:\HPPC\html\deutsch

Copie todos os arquivos padrdo em c: \HPPC\html\english para seu
novo diretério.

Em seu novo diretério, utilize uma ferramenta apropriada para atualizar o
texto ou figuras das paginas conforme seja apropriado e salve seus arquivos
com o mesmo nome. Por exemplo, pode ser interessante atualizar o texto e
os botbes em CallMePage.htm para suas préoprias necessidades de
localizagdo.

IMPORTANTE: Se vocé usar simbolos ndo-ASCII nas paginas atualizadas,
eles devem ser salvos em um formato UTF-8.

Crie uma copia de WCMain.htm dentro do mesmo diretério e renomeie-o. Por
exemplo, é possivel renomear WCMain.htm para WCDeutsch.htm:

c:\HPPC\html\WCDeutsch.htm

Atualize o URL utilizado pela pagina (no exemplo, WCDeutsch.htm) para
apontar para o novo diretdrio. Para fazé-lo, mude “english” para o idioma
correto. Por exemplo:

?varUserRequest=REQ WEBCHAT MAIN&varUserLanguage=deutsch

Teste a nova pagina (por exemplo, WCDeutsch.htm, clicando no botao
Necessita de ajuda ao vivo?. Se vocé vir um CaptureWCData.htm, entao
vocé tera localizado com sucesso a pagina WCMain.htm.
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4.4.2 Personalizando componentes da Web

Apos voceé ter localizado WCMain.htm, é necessario personalizar o arquivo
CaptureWCData.htm, pois ele contém os elementos necessarios para o
OpenScape Contact Center conectar um cliente do Web Collaboration ao usuario
apropriado. Este arquivo também contém elementos de apresentagao visual da
sessao do Web Collaboration, como saudagdes e icones, que podem ser
personalizados.

E necessario ter um arquivo CaptureWCData.htm para cada idioma que vocé
localizou, e cada arquivo CaptureWCData.htm deve ser localizada no diretério do
idioma apropriado. Por exemplo:

c:\HPPC\html\english\CaptureWCData.htm
c:\HPPC\html\deutsch\CaptureWCData.htm

A pagina CaptureWCData.htm real que é ativada depende do idioma indicado na
pagina WCMain.htm. Por exemplo:

?varUserRequest=REQ_WEBCHAT_MAIN&varUserLanguage=english
?varUserRequest=REQ_WEBCHAT_MAIN&varUserLanguage=deutsch

A tabela a seguir mostra os parametros em CaptureWCData.htm que podem ser
atualizados.

IMPORTANTE: Nao é possivel excluir qualquer um dos parametros no arquivo
captureWCData.htm. O parametro VarUserRequest, assim como os botdes
padrao, ndo podem ser modificados ou removidos.

Nome/ID Descrigao Detalhe

varUserLanguage Define as paginas utilizadas | Este € o subdiretorio do
durante a sesséo do Web diretdrio html (veja Secao
Collaboration. 4.4.1, “Localizando

componentes da Web”).

varHPPCLanguage

O nome do idioma do Web
Collaboration. Usado para
definir o conjunto de regras
(mensagens padrao,
emoticons, etc.) para sessdes
do Web Collaboration.

O valor deve corresponder a
um idioma do Web
Collaboration definido no
aplicativo Manager.

varSessionPriority

A prioridade do contato.
Utilizado pelo fluxo de
trabalho do Web
Collaboration durante o
roteamento.

O valor deve ser de 1 a 100.

varCustomerName

Nome do cliente.

Sem limitagdes.

Tabela 1

Paréametros de CaptureWCData.htm
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Nome/ID

Descrigao

Detalhe

varSource

A origem do contato. Utilizado
pelo fluxo de trabalho do Web
Collaboration durante o
roteamento.

O valor deve estar em um dos
idiomas compativeis com o
sistema OpenScape Contact
Center. Caracteres nido ASCII,
caracteres ASCII ndo
imprimiveis e os seguintes
caracteres especiais ndo sao
permitidos: crase (), (*)
(asterisco) (*), virgula (,), aspas
duplas (), ponto de
exclamagéo (!), sinal de
percentual (%), trago vertical (|)
e sublinhado ().

varDestination

O destino do contato.
Utilizado pelo fluxo de
trabalho do Web
Collaboration durante o
roteamento.

O valor deve estar em um dos
idiomas compativeis com o
sistema OpenScape Contact
Center.

varCaption

Pergunta do cliente.

Sem limitagdes.

varBusinessUnitName

Em um ambiente de
multilocagéo, o nome da
unidade de negdcios a qual
os contatos entrantes do Web
Collaboration pertencem.

O valor deve corresponder a
uma das unidades de negécios
definidas no sistema do
OpenScape Contact Center.
Em um ambiente que n&o seja
de multilocagao, este valor
pode ser ignorado.

Tabela 1

Parametros de CaptureWCData.htm

Também é possivel atualizar outros elementos, como Chave1 e Chave2, assim
como adicionar novos elementos em um dos idiomas compativeis com o
OpenScape Contact Center. Todos os elementos adicionais acrescentarao
chaves e valores na coleta de dados dos contatos da solicitagdo do Web
Collaboration, e serao utilizados pelo fluxo do Web Collaboration.
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Esta segéo proporciona solugdes para alguns dos problemas mais comuns que
se pode encontrar no Web Collaboration.

4.5.1 Questdes de configuragcao do Web Server

Recomendamos que vocé leve em consideragéo as seguintes questdes ao
definir as configuragdes do Web Collaboration em seu Corporate Web Server:

* Certifique-se de que o nimero da porta seja igual ao numero da porta
definido no aplicativo Manager.

e Certifique-se de que o endereco IP para o Web Server corporativo aponte
para a maquina do servidor principal do OpenScape Contact Center.

NOTA: Essas configuragdes podem ser definidas no HPWC. ini no IS
Server ou em config.properties no Tomcat ou Sun Java System Web
Server.

4.5.2 Questoes de conexao geral

Alguns problemas e solugdes gerais sobre conexao séo fornecidos.

Problema: Vocé ndo consegue carregar a pagina inicial ou recebe uma
mensagem de erro 404.

Solugéo: Certifique-se de que o nome do host possa ser mapeado até seu
endereco IP corretamente. Se for possivel, certifique-se de que o Corporate Web
Server esteja sendo executado, e que o URL que vocé esta usando esteja
correto.

NOTA: Se vocé estiver usando um Tomcat Server e receber este erro, prossiga
para o diretério [tomcat-root] /bin e, depois, digite . /startup.sh para
reiniciar a maquina do Web Server corporativo.

Problema: Vocé esté recebendo um erro de conexao (codigo de erro 1003).

Solugéo: Certifique-se de que o Web Interaction Server esteja funcionando
devidamente e que o numero de IP e da porta em seu arquivo de configuragédo
esteja correto. Essas configuragdes podem ser definidas no HPWC. ini no IS
Server ou em config.properties no Tomcat ou Sun Java System Web
Server.
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Também é preciso certificar-se de que o nome do host do Web Interaction Server
possa ser resolvido de modo adequado no Web Server corporativo.

Também pode ocorrer um erro de conexao se vocé ndo tiver um certificado SSL
instalado no Web Interaction Server e a configuragdo segura estiver ativada. Se
for este o caso, é preciso instalar um certificado de servidor ou usar o aplicativo
do Manager para desligar o recurso de seguranca.

NOTA: Em um Tomcat ou Sun Java System Web Server, a instalagcéo da
biblioteca JSSE é obrigatdria, independentemente de vocé usar uma conexao
segura ou simples. Como pode haver mais de um Java Runtime Engine (JRE)
instalado no seu Corporate Web Server, é necessario certificar-se de que a
biblioteca JSSE esteja instalada no mesmo diretério do JRE que seu Corporate
Web Server esta usando. Por exemplo, o Sun Java System Web Server permite
que se configure o caminho para seu Java Runtime Engine (JRE) no arquivo
start-jvm, localizado no diretério https-admserv do Sun Java System Web
Server. Para obter mais informagdes, consulte a documentagao do fabricante.

4.6 Codigos de erros do Callback na Web

A tabela a sequir relaciona os codigos de erros que podem ser encontrados ao
se utilizar a fungao Callback na Web. Se o sistema retornar qualquer um dos
cédigos de erro relacionados na tabela, o callback n&o sera criado.

Além dos codigos de erros relacionados na tabela, também € possivel encontrar
varios erros do Callback Server descritos no aplicativo System Monitor.

Coédigo de |Descricao

Erro

1000 Ocorreu um erro genérico.

1002 Falha ao se conectar ao Web Interaction Server.
1003 A conex&@o com o Web Interaction Server falhou.
1006 N&o é possivel acessar a pagina da Web.

1007 Foi detectada uma ID de sess&o invalida.

1008 Javascript ndo esta ativado.

1010 Um parametro obrigatdrio esta incorreto.

1011 Um parametro esta incorreto.

1012 Ha um erro interno com o Web Interaction Server.
1013 Erro de alocagao.

17006 Foi encontrado um callback duplicado na base de dados.
Tabela 2 Cadigos de erros do Callback na Web
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Codigo de |Descrigao

Erro

17021 O Callback Server n&do pode processar uma solicitagdo devido a um erro
interno.

17025 Ocorreu um erro genérico.

17027 A fila de callbacks nao existe.

17028 Uma programacao de callbacks é invélida.

17029 Uma programacgao de callbacks ocorre fora da programagéo de
roteamento de callbacks configurada para a central de contatos.

17030 O nome do cliente é longo demais. O maximo é de 75 caracteres.

17031 Um numero de telefone é um dos nimeros definido como nimero
excluido.

17032 A descrigéo do callback é longo demais. O maximo & de 100 caracteres.

17033 Os dados do contato sao longos demais. O maximo & de 1000 caracteres.

17035 A prioridade € invalida. A prioridade deve ser de 1 a 100.

17040 Uma programacéao de callbacks expirou.

17047 A data inicial ou final de uma programacéao de callbacks ¢é invalida. Um
callback ndo pode ser programado mais de 180 dias no futuro.

Tabela 2 Caodigos de erros do Callback na Web
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5 Configurando a integracao de presenca

Este capitulo descreve os itens que devem ser configurados para
compatibilidade com a integragao de presenga. A fungao Integragéo de presenca
permite que os usuarios do Client Desktop visualizem a presenca de varios
usuarios através da fungéo Diretodrio.

Quando a fungao Integragao de presenga estiver ativada no aplicativo Manager,
e o usuario do Client Desktop realizar uma pesquisa de diretorios, o sistema
tentara obter a presencga de cada ficha nos resultados da pesquisa, da seguinte
maneira:

* O sistema primeiramente tentara obter o estado de presenca do usuario e o
estado de presenga da midia Voz a partir do aplicativo OpenScape Unified
Communications (UC), somente quando a fungéo Integragédo do aplicativo
OpenScape UC estiver ativada e configurada.

e Se o usuario nao for usuario do aplicativo OpenScape UC, ou se a fungao
Integracgao do aplicativo OpenScape UC néo estiver ativada ou disponivel, o
sistema tentara obter o estado de presenga do usuario a partir do sistema
OpenScape Contact Center.

e Se o usuario nao for usuario do OpenScape Contact Center ou o estado de
presenga nao estiver disponivel no sistema OpenScape Contact Center, e 0
sistema estiver conectado a uma plataforma de comunicagcdo OpenScape
Voice, o sistema tentara obter o estado da linha do dispositivo do usuario da
plataforma de comunicagdo OpenScape Voice.

Se estiver trabalhando em um ambiente de rede, vocé podera acessar a
presenga para os usuarios somente no site local.

5.1 Configurando uma conta de usuario do aplicativo OpenScape UC

Para habilitar o sistema para se integrar com o aplicativo OpenScape UC, &
necessario configurar uma conta de usuario no aplicativo OpenScape UC que o
sistema OpenScape Contact Center possa usar para acessar € manter
conectividade com o aplicativo OpenScape UC. Essa conta de usuario é
especificada ao se configurar as opgdes de integragao de presenga no aplicativo
Manager. Para obter mais detalhes sobre como configurar uma nova conta de
usuario, consulte a documentagao do aplicativo OpenScape UC.
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5.2 Configurando o diretério LDAP externo
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Para ativar usuarios do Client Desktop para visualizar a presencga de outros
usuarios, é necessario configurar o diretério LDAP externo para compatibilidade
com o visor de presenga.

Especificamente, é necessario configurar um ou mais dos seguintes campos no
diretério:

¢ ID de presencga (a ID de usuario do aplicativo OpenScape UC)
*  Nome do usuario (0 nome do usuario do OpenScape Contact Center)

* Estado da linha (o estado da linha do OpenScape Voice, aplicavel somente
se o sistema estiver conectado a uma plataforma de comunicacao
OpenScape Voice)

Para obter mais detalhes sobre a configuragao dos campos, consulte a
documentacéao do diretério LDAP.
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6 Manutencao do sistema

Este capitulo descreve como realizar a manutengao continua do sistema
OpenScape Contact Center, incluindo o desligamento da maquina do servidor
principal, a troca de senhas e o backup da base de dados.

O acesso de servigo remoto a uma maquina do servidor principal ou uma
magquina do Central Reporting Server é proporcionado pelo plug-in do servigo
Smart Services Delivery Platform (SSDP). O software e a documentacgéo do plug-
in do servigo SSDP séo instalados automaticamente na maquina do servidor
como parte do processo de instalagdo. Para configurar o plug-in do servigo
SSDP, siga as instrugbes fornecidas na documentagao do plug-in do servigo
SSDP, que esta localizada no DVD do OpenScape Contact Center, na pasta
Utilities\OpenScape Service Plug-in .

NOTA: Ao realizar procedimentos gerais de manutengao do sistema, como
atualizar a rede, recomendamos que vocé desligue a maquina do servidor
principal do OpenScape Contact Center antes de prosseguir. Para obter
instrugdes especiais, consulte a Se¢do 6.1, “Desligando uma maquina do
servidor para manutengéo do sistema”.

NOTA: Quando o sistema estiver configurado para alta disponibilidade (warm
standby), interromper o servigo do OpenScape Contact Center na janela
Servigcos nao resultara em uma falha.

6.1 Desligando uma maquina do servidor para manutengao do sistema

Quando for necessario desligar ou reiniciar uma maquina do servidor do
OpenScape Contact Center que esteja executando o Informix para fins de
manutencao, as vezes o Informix ndo tem tempo de parar o servigo de IDS do
Informix antes do sistema operacional Microsoft ser desligado. Se isso ocorrer, a
base de dados pode ficar corrompida. Para evitar esse problema,
recomendamos que vocé sempre pare o servigo de IDS do Informix antes de
desligar ou reiniciar a maquina do servidor.

NOTA: Para certificar-se de que a base de dados nao fique corrompida, sempre
pare o servi¢o de IDS do Informix antes de desligar ou reiniciar uma maquina do
servidor.
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6.2 Alterando as senhas do OpenScape Contact Center e do Informix

Se for necessario alterar as senhas do OpenScape Contact Center ou do
Informix por qualquer motivo, é necessario atualizar as senhas nos trés locais a
sequir:

e Janela Servicos
e Janela Administragao do computador

¢ Janela Configuracao de inicializagao OpenScape Contact Center (ou
aplicativo System Monitor)

IMPORTANTE: As senhas do OpenScape Contact Center e do Informix devem
ser trocadas somente com a orientagdo de seu representante da assisténcia
técnica.

A senha do Informix ndo pode exceder 16 caracteres e ndo pode conter nenhum
espaco.

Para alterar as senhas do OpenScape Contact Center e do Informix:
1. Abra a janela Servigos.
2. Para alterar a senha do OpenScape Contact Center, faga o seguinte:

a) Pare os servigos do OpenScape Contact Center e do OpenScape
Contact Center AutoPA.

b) Paracada servigo, abra o servigo e fornega a nova senha na guia Logon.
3. Para alterar a senha do Informix, faga o seguinte:

a) Pare os seguintes servigos: IBM Informix Dynamic Server Message
Service, Informix IDS - ol_servername (onde servername € o nome da
maquina do servidor do OpenScape Contact Center), e Informix Server
Discovery Process para SNMP.

b) Abrao servigo Informix IDS - ol_servername e fornega a nova senha na
guia Logon.

c) Abra o servico Informix Server Discovery Process para o servigo
SNMP e forneca a nova senha na guia Logon.

4. Feche a janela Servigos.
5. Abra a janela Administragdo do computador.

6. Em Ferramentas do sistema, expanda Usuarios e grupos locais e,
depois, clique em Usuarios.
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7. Para alterar a senha do OpenScape Contact Center, clique com o botao
direito do mouse em hppc, clique em Definir senha e fornega a nova senha.

8. Para alterar a senha do Informix, clique com o botéo direito do mouse em
informix, clique em Definir senha e forneca a nova senha.

9. Feche ajanela Administragao do computador.
10. Abra a janela Aviso de comando.

11. Na linha de comando, digite tcfmain e, depois, aperte ENTER. A janela
Configuragao de inicializagdo do OpenScape Contact Center ¢ exibida.

12. Para alterar a senha do Informix, clique na guia Administration Server e
digite a nova senha na caixa Senha do Database Server.

NOTA: Quando o sistema estiver sendo executado, também sera possivel
alterar a senha do Informix, configurando os dados de inicializagéo para o
Administration Server, usando o aplicativo System Monitor. Para obter
informagdes detalhadas, consulte a Ajuda do System Monitor.

13. Feche a janela Configuragao de inicializagdo do OpenScape Contact
Center.

14. Inicie os seguintes servigos: IBM Informix Dynamic Server Message
Service, Informix IDS - ol_servername (onde servername é o nome da
magquina do servidor do OpenScape Contact Center), e Informix Server
Discovery Process para SNMP.

15. Inicie os servigos do OpenScape Contact Center e do OpenScape Contact
Center AutoPA.

6.3 Fazendo cépia de seguranca da base de dados
Vocé deve fazer backup da base de dados do OpenScape Contact Center

regularmente, e sempre que vocé alterar a configuragdo do sistema, para
certificar-se de que os dados fiquem protegidos no caso de uma falha ou
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corrupgdo. Como a base de dados pode ser bastante extensa, recomendamos
que se facam copias de seguranca da base de dados somente durante periodos
de baixo volume de contatos.

NOTA: Além de fazer backup da base de dados do OpenScape Contact Center,
recomendamos que vocé faga backup de todos os dados na maquina do servidor
usando um utilitario de backup. Certifique-se de que o backup contenha os dados
de status do sistema da maquina do servidor, que incluem itens como os
arquivos de registro e de inicializagao.

NOTA: Quando o sistema estiver configurado para alta disponibilidade (warm
standby), vocé deve fazer backup da maquina do servidor primario, da maquina
do servidor de backup e do Central Reporting Server opcional.

Ha dois tipos de backups que podem ser realizados.

* Backup completo - Para limitar o potencial de perda de dados em no
maximo um dia, recomendamos com veeméncia que diariamente se realize
um backup completo. No minimo, deve-se fazer copia de seguranca da base
de dados uma vez por semana.

* Backup incremental - Para minimizar o potencial de perda de dados entre
a realizacéo de backups completos, pode-se realizar um backup incremental
da base de dados. Por exemplo, se o arquivamento total da base de dados
for executado durante a noite, pode-se efetuar uma copia de seguranca
incremental durante o dia. A realizagdo de uma copia de seguranga
incremental é mais rapida, pois copia apenas as modificagées que ocorreram
apos o inicio da ultima copia.

NOTA: Alguns dos procedimentos desta se¢ao foram redigidos com base na
suposigdo de que vocé esteja familiarizado com o uso do Informix. Para obter
instrugdes detalhadas, consulte a documentagao do Informix fornecida no
seguinte local:

http://publib.boulder.ibm.com/infocenter/idshelp/v115/index.jsp
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6.3.1 Agendando um backup da base de dados

E possivel usar o Agendador de tarefas no Windows Server 2012/2012 R2, 2008
R2 para agendar uma tarefa para fazer backup da base de dados do OpenScape
Contact Center. Esta secéo fornece diretrizes sobre como agendar uma tarefa.
Para obter instru¢des detalhadas, consulte a documentagédo da Microsoft.

IMPORTANTE: Os backups agendados usam os arquivos em lotes
FULLBACKUP.BAT e INCREMENTALBACKUP.BAT, ambos os quais usam o
utilitario ontape do Informix para realizar o backup. Portanto, antes de ser
realizado o primeiro backup agendado, é necessario editar os parametros do
ontape, conforme descrito na Etapa 2 na pagina 49.

NOTA: Quando o sistema estiver configurado para alta disponibilidade (warm
standby), recomendamos que vocé programe os backups na maquina do
servidor primario, na maquina do servidor de backup e no Central Reporting
Server opcional, ao mesmo tempo, para certificar-se de que os dados do backup
sejam consistentes.

Para agendar um backups da base de dados:

1. Usando o Agendador de tarefas no Windows Server 2012/2012 R2, 2008 R2,
agende uma tarefa de acordo com as seguintes diretrizes:

e Selecione a ac¢do Iniciar um programa e, depois, selecione um dos
seguintes arquivos em lotes, que estao localizados na pasta na qual vocé
instalou o software do OpenScape Contact Center:

— Para agendar um backup completo, selecione FULLBACKUP.BAT.

— Para agendar um backup incremental, selecione
INCREMENTALBACKUP.BAT.

* Especifique a conta e a senha do usudario com as quais a tarefa sera
realizada, de acordo com o tipo de sistema operacional:

— Para o Windows Server 2012/2012 R2, 2008 R2, especifique uma
conta de Administrador local.

e Para gravar os resultados do backup em um arquivo de texto, nas
propriedades da tarefa, adicione o argumento <return.txt >results.txt.
Certifique-se de que a pasta na qual o arquivo results.txt foi gravado
(normalmente a pasta na qual vocé instalou o software do OpenScape
Contact Center) tenha Acesso de leitura para Todos. No Windows Server
2012/ 2008 ou no Windows Server 2012 R2/ 2008 R2, ao adicionar o
argumento, também é necessario especificar o caminho para se iniciar.
Certifique-se de que vocé nao use aspas ao especificar o caminho.
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6.3.2 Fazendo um backup da base de dados usando
o utilitario ontape

E possivel fazer um backup da base de dados do OpenScape Contact Center em
uma unidade de fita local ou em uma unidade local ou de rede usando o utilitario
ontape da Informix.

6.3.2.1 Fazendo copia de segurancga da base de dados em uma
unidade de fita local

Esta sec¢ao descreve como a fazer um backup da base de dados do OpenScape
Contact Center em uma unidade de fita local usando o utilitario ontape da
Informix.

Para fazer uma coépia de seguranc¢a da base de dados em uma unidade de
fita local:

1. Faga logon na maquina do servidor na qual o Informix esta instalado da
seguinte forma:

¢ Para o Windows Server 2008 R2, fagca logon como Administrador.
2. Insira uma fita virgem na unidade de fita da maquina do servidor.

3. Abra uma janela de prompt de comando do Informix usando o atalho
ol_servername, onde servername € o nome da maquina do servidor do
OpenScape Contact Center.

4. Para iniciar o backup, execute uma das seguintes agodes:

e Para um backup completo da base de dados do Informix, no prompt de
comando, digite ontape -s -L 0 e, depois, aperte ENTER.

e Paraum backup incremental da base de dados do Informix, no prompt de
comando, digite ontape -s -L 1 e, depois, aperte ENTER.

NOTA: O parametro -s direciona o utilitario ontape para criar um backup e
o parametro -1 especifica o nivel do arquivamento, seja 0 para completo ou
1 para incremental.

5. Se nao houver espago suficiente na fita atual, o sistema solicita que uma
nova fita seja inserida. Se for solicitado, retire a fita e marque a data, horario,
nivel e numero da fita na seqiiéncia. Insira outra fita, € depois pressione
ENTER. Repita este processo para o numero de fitas necessarias.
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6.3.2.2 Fazendo uma cépia de seguranca da base de dados em
uma unidade local ou de rede

Esta segédo descreve como a fazer uma copia de seguranga da base de dados
do OpenScape Contact Center em uma unidade local ou em rede usando o
utilitario ontape do Informix.

Para fazer uma cépia de segurancga da base de dados em uma unidade local
ou de rede:

1.

3.

Faga logon na maquina do servidor na qual o Informix esta instalado da
seguinte forma:

e Para o Windows Server 2008 R2, faca logon como Administrador.
Edite os parametros do ontape da seguinte forma:

e Abraoarquivo ONCONFIG.ol_servername, onde servername é o nome
da maquina do servidor do OpenScape Contact Center na qual o Informix
esta instalado, em um editor de textos, como o Bloco de notas. O arquivo
do registro normalmente esta localizado na pasta Arquivos de
Programa\linformix\etc.

* No parametro TAPEDEYV, especifique o caminho e o nome do arquivo de
backup na unidade local ou de rede no formato 8.3 (reduzido), como por
exemplo, C:\Backups\Backup.001. E necessario certificar-se de que o
arquivo de backup exista no local especificado antes de iniciar o backup,
e que o usuario ativo tenha pelo menos permisséo para Modificar o
arquivo de backup. Se o arquivo de backup nao existir, &€ possivel criar
um arquivo vazio usando um editor de texto, como o Bloco de notas.

¢ No parametro TAPESIZE, especifique 0, de forma que o arquivo de
backup nao tenha um tamanho maximo.

Abra uma janela de prompt de comando do Informix usando o atalho
ol_servername, onde servername € o nome da maquina do servidor do
OpenScape Contact Center.

Para iniciar o backup, execute uma das seguintes agdes:

e Para um backup completo da base de dados do Informix, no prompt de
comando, digite ontape -s -L 0 e, depois, aperte ENTER.

* Para um backup incremental da base de dados do Informix, no prompt de
comando, digite ontape -s -L 1 e, depois, aperte ENTER.

NOTA: O parametro -s direciona o utilitario ontape para criar um backup e
o parametro -1 especifica o nivel do arquivamento, seja 0 para completo ou
1 para incremental.
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6.3.3 Restaurando a base de dados usando o
utilitario ontape

Esta segao descreve como restaurar dados do OpenScape Contact Center que
ja tiveram um backup anteriormente usando o utilitario ontape da Informix.

NOTA: Se foi realizado um backup incremental, vocé necessita do backup
completo mais recente assim como o backup incremental.

NOTA: Quando quiser restaurar o backup LO com uma instalagao limpa do
OSCC, verifique se todas as partes de arquivos listadas pelo utilitario ontape
existem na pasta Contact Center Data. Se n&o existirem, crie esses arquivos sem
extensdo da seguinte forma: clique com o botao direito do mouse, navegue até
Novo -> Documento de texto, renomeie-o e exclua a extensao. A importagao
nao funcionara corretamente caso essas partes de arquivos ndo estejam I4.

Para restaurar a base de dados usando o utilitario ontape:

1. Facga logon na maquina do servidor na qual o Informix esta instalado da
seguinte forma:

e Para o Windows Server 2008 R2, faga logon como Administrador.
2. Pare os seguintes servicos:
¢ OpenScape Contact Center

¢ Informix IDS - ol_servername, onde servername é o nome da maquina
do servidor do OpenScape Contact Center

3. Faga uma das seguintes coisas:

* Sevocé estiver restaurando os dados de uma fita, insira a primeira fita do
arquivamento total que se deseja restaurar na unidade de fita da maquina
do servidor.

e Se vocé estiver restaurando os dados de um arquivo de backup em uma
unidade local ou de rede, certifique-se de que o caminho e 0 nome do
arquivo estejam configurados corretamente no arquivo
ONCONFIG.ol_servername.

4. Abra uma janela de prompt de comando do Informix usando o atalho
ol_servername, onde servername é o nome da maquina do servidor do
OpenScape Contact Center.

5. Na linha de comando, digite ontape -r, e, depois, aperte ENTER.

6. Quando for solicitado que carregue uma fita, aperte ENTER.
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11.

12.

13.

14.

15.
16.
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Quando for solicitado, Continue restore (Y/N)?, aperte Y.
Quando for solicitado a fazer backup dos registros, aperte N.

Se que vocé criou um arquivamento incremental, quando for perguntado
Restaurar um arquivamento de nivel 1, aperte Y. Se vocé nao criou um
novo arquivamento incremental, aperte N.

Quando for solicitado a restaurar as fitas dos registros, aperte N.

Quando o processo de restauragao estiver concluido, se vocé restaurou os
dados de uma unidade de fita, remova a ultima fita da unidade de fita.

Na linha de comando, digite onmode -m e, depois, aperte ENTER. Este
comando pde o Informix de volta ao seu modo regular e pode levar vérios
minutos para ser completado.

Na linha de comando, digite onstat -r, e, depois, aperte ENTER. Exibe
informagdes sobre o ambiente do Informix Server. A primeira linha o modo do
aplicativo Informix e deve mostrar On-Line. Para parar o processo de onstat,
aperte CTRL+C.

Para fechar a janela de aviso de comando, digite exit e, depois, aperte
ENTER.

Feche quaisquer outras janelas ou aplicativos.

Reinicie o servico OpenScape Contact Center.

6.3.4 Restaurando um backup de nivel zero feito
usando-se o utilitario ontape

Esta secéo descreve como restaurar dados do OpenScape Contact Center de
backup de nivel zero usando-se um processo automatizado.

1.

2.
3.

Para utilizar o script de restauragéo do nivel zero, copie os arquivos
FullRestore.bat, fullrestore.in e substitua os arquivos .vbs na maquina do
servidor. Os arquivos estao incluidos no DVD.

Abra um aviso de comando como usuario do Informix

Execute o FullRestore.bat que especifica os argumentos /tapedev <path> /
tapesize<size>, onde <path> é o caminho para o backup de nivel zero do
Informix e, entdo, especifique <size> como zero, a ndo ser que vocé esteja
usando um dispositivo de fita externo.
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6.3.5 Fazendo um backup da base de dados usando
o utilitario onbar

Esta segao descreve como fazer um backup da base de dados do OpenScape
Contact Center para a unidade local usando o utilitario onbar da Informix. O
utilitario onbar da Informix pode ter uma interface diretamente com o Informix
Storage Manager (ISM) ou outro aplicativo de gerenciamento de
armazenamento de terceiros, como o Veritas, para proporcionar uma solugao
flexivel para backup.

NOTA: Deve-se configurar o aplicativo de gerenciamento de armazenamento
antes de executar o utilitario onbar. Para obter instrugdes detalhadas, consulte o
Guia do Administrador do IBM Informix Storage Manager ou a documentagao do
gerenciador de armazenamento de terceiros. A documentacéo do Informix é
fornecida no seguinte local:
http://publib.boulder.ibm.com/infocenter/idshelp/v115/index.jsp

Para realizar uma cépia de seguranga da base de dados para uma unidade
local:

1. Facga logon na maquina do servidor na qual o Informix esta instalado da
seguinte forma:

e Para o Windows Server 2008 R2, faga logon como Administrador.

2. Abra uma janela de prompt de comando do Informix usando o atalho
ol_servername, onde servername é o nome da maquina do servidor do
OpenScape Contact Center.

3. Parainiciar o backup, execute uma das seguintes agdes:

e Para um backup completo da base de dados do Informix, no prompt de
comando, digite onbar -b -L 0, e, depois, aperte ENTER.

e Paraum backup incremental da base de dados do Informix, no prompt de
comando, digite onbar -b -L 1, e, depois, aperte ENTER.

NOTA: O parametro -b direciona o utilitario onbar para criar um backup e o
parametro -1, especifica o nivel do arquivamento, seja 0 para completo ou 1
para incremental.
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6.3.6 Restaurando a base de dados usando o utilitario
onbar

Esta seg¢éo descreve como restaurar dados do OpenScape Contact Center que
ja tiveram um backup anteriormente usando o utilitario onbar da Informix.

NOTA: Se foi realizado um backup incremental, vocé necessita do backup
completo mais recente assim como o backup incremental.

Para restaurar a base de dados usando o utilitario onbar:

1. Faca logon na maquina do servidor na qual o Informix esta instalado da
seguinte forma:

* Para o Windows Server 2008 R2, fagca logon como Administrador.

2. Abra uma janela de prompt de comando do Informix usando o atalho
ol_servername, onde servername é o nome da maquina do servidor do
OpenScape Contact Center.

3. Nalinha de comando, digite onbar -r, e, depois, aperte ENTER.

6.4 Compatibilidade com SNMP

O sistema é compativel com dois métodos de geracao de informagdes que
podem ser visualizados por um sistema de gerenciamento de SNMP:

* OpenScape Contact Center SNMP Extension Agent — Expde informacgdes
especificas do OpenScape Contact Center referentes ao status de objetos
gerenciados do OpenScape Contact Center. Esse método é compativel
somente com a maquina do servidor principal.

* Software OpenScape CAP Fault Management — Age como SNMP
Extension Agent para gerar mensagens de desvio do SNMP em nome do
software do OpenScape Contact Center por meio de registros de eventos do
Windows. Esse método € compativel com a maquina do servidor principal e
a maquina do Central Reporting Server opcional.

O servigo Windows SNMP deve estar instalado e sendo executado na maquina
do servidor para compatibilidade com esses métodos.

53



Manutengao do sistema
Compatibilidade com SNMP

54

O servigo Windows SNMP também deve estar instalado e sendo executado nas
maquinas do servidor principal e do Central Reporting Server para
compatibilidade com o licenciamento por assinatura.

NOTA: E necessario configurar o servico Windows SNMP de forma que a lista
de nomes de comunidades ndo contenha “public” ou “private”, e que a lista de
hosts contenha somente os hosts necessarios para acessar as informacoes.

6.4.1 OpenScape Contact Center SNMP Extension
Agent

O OpenScape Contact Center SNMP Extension Agent (osccsnmp.dll) é
compativel com solicitagbes de SNMP padrao para IDs de objetos (OIDs). O
SNMP Extension Agent expde informagdes especificas do OpenScape Contact
Center referentes ao status de objetos gerenciados do OpenScape Contact
Center. Entéo, as informagdes podem ser solicitadas por qualquer sistema de
gerenciamento de SNMP.

NOTA: E de responsabilidade do usuario do sistema de gerenciamento de
SNMP assegurar que as informagdes possam ser solicitadas e recuperadas a
partir do OpenScape Contact Center SNMP Extension Agent.

As informagdes especificas do OpenScape Contact Center expostas pelo
OpenScape Contact Center SNMP Extension Agent sdo definidas no arquivo
sen-oscc-mib.mib, que mapeia os objetos gerenciados com suas respectivas
OIDs. As informagdes expostas incluem o uso de ramais do Call Director, o
numero de usuarios ativos e o numero de contatos atuais e recentes. Para obter
detalhes sobre todas as informagdes disponiveis, veja o arquivo sen-oscc-
mib.mib, que pode ser visualizado usando-se um editor de texto.

As informagdes especificas do OpenScape Contact Center podem ser usadas
para monitorar o status do sistema. Por exemplo, um técnico na central de
operacgdes de rede pode criar uma visualizagao que gere um alarme quando o
numero de ramais operacionais do processador de voz caia abaixo de um
percentual limite configurado do nimero total de ramais configurados do
processador de voz. Entao, o técnico podera notificar o cliente, de forma que este
tenha tempo para resolver o problema e evitar que fique sem ramais.
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O arquivos osccsnmp.dll e sen-oscc-mib.mib estéo localizados na pasta de
instalagdo padrao na maquina do servidor principal. O arquivo osccsnmp.dll
também é usado para compatibilidade com o licenciamento por assinatura.

NOTA: O arquivo osccsnmp.dll é registrado automaticamente na maquina do
servidor durante a instalagdo do software do servidor do OpenScape Contact
Center. Se o servigco Windows SNMP estiver desinstalado, o arquivo
osccsnmp.dll tera seu registro cancelado. Para cancelar o registro do arquivo .dll,
use o programa utilitdrio osccregistersnmpextension.exe, que esté localizado na
pasta de instalagao padrdao na maquina do servidor principal.

6.4.2 Software OpenScape CAP Fault Management

O software OpenScape CAP Fault Management € um componente opcional que
pode ser usado para gerar mensagens de desvio do SNMP do OpenScape
Contact Center. O software OpenScape CAP Fault Management pode ser
instalado automaticamente durante o processo de instalacdo do OpenScape
Contact Center, ou pode ser instalado manualmente a partir da pasta
\OpenScape CAP\Fault Management no DVD do OpenScape Contact Center.

NOTA: Para obter detalhes sobre como configurar o software OpenScape CAP
Fault Management, consulte a documentacdo do OpenScape CAP Fault
Management.

Ha dois arquivos de configuragdo do OpenScape CAP Fault Management:

» capfm_procenter.ini — Esse é o arquivo de configuragdo padrdo que é
instalado ao se instalar o software do servidor do OpenScape Contact
Center. Ele dispara a geragédo de mensagens de desvio do SNMP para todas
as mensagens do OpenScape Contact Center.

» capfm_procenter_service.ini — Esse é o arquivo de configuracdo de
servigos que deve ser usado caso se deseje gerar mensagens de desvio do
SNMP somente para o subconjunto de mensagens relevantes para o centro
de operagdes de rede.

Ambos os arquivos de configuragédo estéo localizados na pasta \Utilities\Install,
no DVD do OpenScape Contact Center.
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7 Gerenciando um ambiente de geracao centralizada de
relatérios
Este capitulo descreve as agdes que podem ser adotadas se vocé tiver

problemas quando o sistema estiver configurado para geragao centralizada de
relatérios.

7.1 Gerenciando a replicagcao para geracao centralizada de relatoérios

Se houver algum problema com a replicagéo, € possivel usar o aplicativo da
configuracao de replicagdo do OpenScape Contact Center (trcdbins.exe) para
gerenciar a replicagao de dados.

NOTA: Se o sistema estiver configurado para alta disponibilidade (warm
standby), siga os procedimentos descritos na Secéo 8.1, “Gerenciando
replicacédo para alta disponibilidade (warm standby)”, na pagina 71.

IMPORTANTE: Os reldgios na maquina do Central Reporting Server e nas
magquinas dos servidores do OpenScape Contact Center que estejam
participando da geragao centralizada de relatérios devem estar sincronizados. E
necessario sincronizar os relégios dos computadores antes de executar o
aplicativo de configuracdo de replicagdo do OpenScape Contact Center
(trcdbins.exe), e assegurar que o relégio permaneca sincronizado. A replicagcéo
falhara se os horérios tiverem mais de dois segundos de diferenga.

7.1.1 Sobre o buffer de replicagao

Ha, potencialmente, dois tipos de replicagao de dados:

* Replicagao de geragao centralizada de relatérios — Replicagédo dos dados
histéricos da geracao de relatérios para o Central Reporting Server quando
o sistema esta configurado para geragao centralizada de relatérios.

* Replicagao de alta disponibilidade (warm standby) — Replicagédo dos
dados administrativos e de processamento entre as maquinas dos
servidores primario e de backup quando o sistema estiver configurado para
alta disponibilidade (warm standby).

57



Gerenciando um ambiente de geragdo centralizada de relatérios
Gerenciando a replicacédo para geracao centralizada de relatérios

58

Se qualquer replicacao for interrompida (por exemplo, se houver algum problema
com a rede), os dados serdo armazenados no buffer de replicagao. O buffer de
replicacéo é dimensionado para acomodar aproximadamente dois dias de dados
de replicagédo de geracao centralizada de relatérios e de alta disponibilidade
(warm standby) para um sistema médio.

Com base na capacidade do buffer, o sistema realiza as seguintes acoes:

* Buffer 50% cheio — Emite uma mensagem de erro a cada hora indicando a
porcentagem de espaco usado no buffer de replicagéo.

* Buffer 75% cheio — Emite uma mensagem de erro a cada 15 minutos.
Quando o sistema esta configurado tanto para geragao centralizada de
relatérios quanto para alta disponibilidade (warm standby), e somente um
tipo de replicagao esta fazendo com que o buffer fique cheio, ele também
interrompe essa replicagao.

* Buffer 95% cheio — Emite uma mensagem de adverténcia a cada 15
minutos e interrompe a replicagédo configurada na maquina do servidor.

IMPORTANTE: Quando o sistema interrompe a replicagéo automaticamente, é
necessario seguir os procedimentos apropriados para cancelar e reiniciar a
replicagcdo manualmente apds o problema ter sido resolvido. A replicagdo nao
reiniciara automaticamente. Para obter mais detalhes, consulte a Segéo 7.1.3,
“Cancelando toda a replicagédo para geracgao centralizada de relatérios”, na
pagina 61 ou a Segao 8.1.5, “Cancelando toda a replicagdo”, na pagina 81.

Recomendamos que vocé use o aplicativo System Monitor para monitorar a
capacidade do buffer de replicagao e, quando for necessario, suspender a
replicacdo que esta causando o problema. Para obter mais detalhes, consulte a
Secao 7.1.2, “Suspendendo a replicagéo para geragao centralizada de
relatérios”, na pagina 58 ou a Secgéo 8.1.1, “Suspendendo a replicagéo de alta
disponibilidade (warm standby)”, na pagina 71.

NOTA: O buffer de replicagao continuara a encher, mesmo quando a replicagao
tiver sido suspensa.

7.1.2 Suspendendo a replicacao para geragcao
centralizada de relatérios

Vocé pode suspender o fluxo de dados replicados para o Central Reporting
Server, como por exemplo, para realizar uma manutengao na rede ou no Central
Reporting Server. Recomendamos que vocé suspenda a replicagdo caso se
espere que o fluxo de dados replicados seja interrompido por mais de meio dia.
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Suspender a replicagdo com a maquina do servidor de geragéo centralizada de
relatérios é util por alguns motivos:

Se uma grande quantidade de dados se acumular no buffer durante uma
interrupcao, serdo consumidos recursos significativos de rede e CPU na
magquina de destino quando a replicagao for reiniciada. Suspender a
replicagdo permite que se reinicie a replicacdo durante periodos de baixo
volume de contatos, reduzindo o impacto no sistema.

Apods uma interrupgao, os dados sao sincronizados automaticamente. Ha
duas fases de sincronizagéo — os dados internos do Informix e os dados de
geracao de relatérios do OpenScape Contact Center. Suspender a
replicagdo dos dados de geragéo de relatérios permite que os dados internos
do Informix sejam sincronizados primeiro, o que permite que o sistema seja
reiniciado de forma mais suave.

Para suspender a replicagado de geragao centralizada de relatérios:

1.

Faga logon na maquina do servidor na qual se deseja suspender a
replicagao.

No menu Iniciar, clique em Executar, digite tredbins e, depois, clique em
OK.

Selecione Perform other replication configuration tasks for central
reporting e, depois, clique em OK.

&HiPath ProCenter Replication Configuration

tﬁ Select the kype of replication configuration that wou want to perform

Replication configuration options

" Configure the replication settings For central reporting
" Configure the replication settings For high availabilisy,
% Perform other replication configuration kasks For central reporting

" Perform other replication configuration kasks For high awailabilisy:

[ol'4 Cancel
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4. Selecione Resume replication with the central reporting server machine
e, depois, clique em OK.

&Eentral Reporting Replication Configuration

tﬁ Select the replication configuration task that you want to perfarm
h

—FReplication configuration options

¢~ Madify the replication settings For the central reporting server machine
+ Suspend replication with the central reporting server machine

" Stop replication with the central reporting server machine

" shut down all replication on the local server machine

" Remowve the replication settings For the central reporting server maching

Central reporting server machine: | Central

K I Cancel I

7.1.2.1 Reiniciando a replicagao de geragao centralizada de
relatérios

Se o buffer de replicagao contiver uma grande quantidade de dados,
recomendamos que vocé reinicie a replicagdo durante um periodo de baixo
volume de contatos para reduzir o impacto no sistema.

Para reiniciar a replicagdo com a maquina do servidor de geragiao
centralizada de relatérios:

1. Facga logon na maquina do servidor na qual a replicagéo foi suspensa
anteriormente.

2. No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.

3. Selecione Perform other replication configuration tasks for central
reporting e, depois, clique em OK.
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4. Selecione Resume replication with the central reporting server machine
e, depois, clique em OK.

&Eentral Reporting Replication Configuration

tﬁ Select the replication configuration task that wou want to perform

—Replication configuration options

" Modify the replication settings for the central reporting server machine
%" Resume replication with the central reporting server machine

£ Stop replication with the central reporting server machine

™ shut down all replication on the local server machine

" Remaove the replication settings For the central reporting server machine

Central reporting server machine: | Central

[ol'4 | Cancel I

7.1.3 Cancelando toda a replicagao para geragao
centralizada de relatérios

Vocé pode cancelar a replicagdo com o Central Reporting Server, por exemplo,
se houver algum problema com a rede e vocé tiver que remover as configuracdes
de replicagio (o que requer acesso a rede).

IMPORTANTE: Vocé deve executar esse procedimento somente quando for
necessario ou quando tiver sido instruido para fazé-lo porque pode ser
necessario sincronizar os dados de geragao de relatérios. Para obter mais
detalhes, veja Sec¢éo 7.2, “Sincronizando os dados de geragéo de relatdrios para
geracao centralizada de relatérios”, na pagina 64. Sempre que possivel,
recomendamos que vocé suspenda, ao invés de cancelar a replicagao, porque a
suspensao nao requer que vocé sincronize os dados de geragao de relatorios.

Para cancelar a replicagao de geragao centralizada de relatérios:

1. Facga logon na maquina do servidor na qual se deseja cancelar a replicagao.

2. No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.
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3. Selecione Perform other replication configuration tasks for central

reporting e, depois, clique em OK.

ﬁHiPath ProCenter Replication Configuration

tﬁ Select the bype of replication configuration that wou want to perform
L

Replication configuration options

™ cConfigure the replication settings For central reparting
" Configure the replication settings For high availability
* Perform other replication configuration tasks For central reporting

" Petform other replication configuration basks For high availability

(0]4

I Cancel I

4. Selecione Shut down all replication on the local server machine e,

depois, clique em OK.

ﬁ[entral Reporting Replication Configuration

Eﬁ Select the replication configuration task that you want to perfarm
o

—Replication configuration options

" Modify the replication settings For the central reporting server machine
™ suspend replication with the central reporting server machine

" stop replication with Ehe central reporting server machine

& shut down all replication on the local server machine

" Remove the replication settings For the central reparting server machine

Central reporting server machine: | Central

6]4

I Cancel I
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7.1.3.1 Reiniciando a replicacao de geragao centralizada de
relatérios

Apos a replicacao com o Central Reporting Server ter sido cancelada, vocé pode
reinicia-la conforme descrito neste procedimento. Durante o processo de
reinicio, todos os dados sdo removidos do buffer de replicacéo.

Para reiniciar a replicagdo de geragao centralizada de relatérios:

1. Pare os servigos do OpenScape Contact Center e do OpenScape Contact
Center AutoPA em todas as maquinas dos servidores que estejam
participando da geracao centralizada de relatérios. Aguarde até que os
servigos tenham sido completamente desligados antes de prosseguir.

2. Faca logon na maquina do servidor na qual a replicacao foi cancelada
anteriormente.

3. No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.

4. Selecione Perform other replication configuration tasks for central
reporting e, depois, clique em OK.

5. Selecione Restart all replication on the local server machine e, depois,
cligue em OK.

qcentral Reporting Replication Configuration

tﬁ Select the replication configuration task that wou want to perform
y '.'___

—Replication configuration options

£ Madify the replication sebtings far e central reparting server machine
£ Suspend replication with the centrallreparting server machine

" Stop replication with the central reporbing server machine

%" Restart all replication on the local server machine:

" Bemove the replication settingsifar the central reparting server machine

Central reporting server machine: | Central

(0] 4 I Cancel |

6. Sincronize os dados de geracao de relatérios, somente se necessario. Segéao
7.2, “Sincronizando os dados de geracao de relatérios para geragao
centralizada de relatorios”, na pagina 64.
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7.2 Sincronizando os dados de geragao de relatérios para geragao
centralizada de relatérios

64

Caso tenha problemas com os dados de geragao de relatérios historicos, é
possivel sincronizar os dados de geragao de relatorios. Por exemplo, se
estiverem faltando dados porque houve uma interrupgdo demorada na rede entre
uma das maquinas de servidores do OpenScape Contact Center que esteja
participando da geragao centralizada de relatérios e o Central Reporting Server,
sera possivel sincronizar os dados de geracao de relatérios entre a maquina do
servidor e o Central Reporting Server.

NOTA: Sincronizar os dados de geragao de relatérios pode demorar muito
tempo. Recomendamos que vocé execute esse procedimento somente quando
os problemas com os dados de geracéo de relatérios histéricos tornarem-se
inaceitaveis para seus propdsitos.

NOTA: Antes de sincronizar, recomendamos que vocé verifique os periodos de
retengdo no Central Reporting Server, para certificar-se de que eles ndo sejam
mais curtos do que aqueles configurados na maquina do servidor principal. Se
os periodos de retengao forem mais curtos, vocé podera perder alguns dos
dados de geracgéao de relatérios sincronizados durante o proximo tempo de
manutengao de dados.

Se o sistema estiver configurado para alta disponibilidade (warm standby),
consulte a Sec¢do 8.4, “Sincronizando os dados de geracao de relatérios para alta
disponibilidade (warm standby) com geracdo centralizada de relatérios”, na
pagina 87.

Para sincronizar os dados de geragao de relatérios:
1. Faca logon no Central Reporting Server.
2. Interrompa o servigo do AutoPA do OpenScape Contact Center no Central

Reporting Server. Aguarde até que o servigo tenha sido completamente
cancelado antes de prosseguir.

3. No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.
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4. Selecione Perform other replication configuration tasks for central
reporting e, depois, clique em OK.

ﬁHiPath ProCenter Replication Configuration

[:ﬁ Select the kype of replication configuration that wou want to perform

Replication configuration options

¢~ Configure the replication settings For central reporting
" Configure the replication settings for high availability
¢ Perform other replication configuration kasks For central reporting

= Perform other replication configuration kasks For high awailability

Ok | Cancel

5. Selecione uma das seguintes opgdes e, a seguir, clique em OK:

Para sincronizar os dados de geragao de relatorios histéricos para
apenas o més atual e o més anterior (esta op¢gdo demora menos tempo),
faga o seguinte:

— Selecione Synchronize recent historical reporting data with the
remote server machine.

— Nallista Servidor remoto, selecione a maquina do servidor com a
qual se deseja sincronizar.

Para sincronizar todos os dados da geracéo de relatérios histéricos, faca
0 seguinte:

— Selecione Synchronize all historical reporting data with the
remote server machine.

— Nallista Servidor remoto, selecione a maquina do servidor com a
qual se deseja sincronizar.

— Como esta opcao pode demorar muito longo para ser concluida, é
possivel especificar por quanto tempo sera executada a
sincronizac&o. Na caixa Executar por, digite o nimero de horas
durante as quais se deseja executar a sincronizagdo. Depois desse
periodo de tempo, a sincronizagao parara, e também podera
continuar em outro momento. O % de valor concluido mostra o
quanto do processo de sincronizacgéo ja foi concluido no momento. A
barra de progresso indica o progresso dentro do numero de horas
especificado.
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tﬁ Select the replication configuration task that you want to perform

—FReplication configuration options

e Para continuar uma sincronizacao anterior, selecione Continue to
synchronize all historical reporting data with the remote server
machine e depois, especifique a maquina do servidor remoto e o tempo
para executar a sincronizacao, conforme descrito acima.

ﬁtentral Reporting Replication Configuration |

" synchronize administration data with the remote server machine
" Synchronize recent hiskorical reporting data with the remote server machine
&+ Synchronize all historical reporting data with the remote server machine
0% completed
R For: I—l hiours
" Remowve the replication settings For the remate server machine

" Remove the replication settings For all remate server machines

Femoke server machine: RemoteServerl j

Cancel |

6. Quando a sincronizagéo tiver terminado, inicie o servigco do AutoPA do
OpenScape Contact Center no Central Reporting Server.

7.3 Solugao de problemas com configuragao de replicagao para geragao
centralizada de relatérios
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O aplicativo da configuracao de replicagéo (trcdbins.exe) do OpenScape Contact
Center realiza varios testes para certificar-se de que a replicacao foi configurada
com sucesso. Se vocé encontrar problemas com a configuracéo de replicagéo,
verifique os arquivos de diagnésticos (de nome trcdbins.000, trcdbins.001...
trcdbins.025), que estéo localizados na pasta a partir da qual vocé executou o
componente. Esses arquivos de diagndsticos podem ajudar vocé a resolver a
maioria dos problemas comuns de configuragéo de replicagéo.

Se os arquivos de diagndsticos ndo ajudarem a resolver os problemas da
configuragao de replicagéo, € possivel realizar o procedimento de solugéo de
problemas descrito nesta segéo.
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Vocé também pode usar este procedimento para solucionar problemas de
configuracdo de replicacdo de geragéo centralizada de relatérios quando o
sistema estiver configurado para alta disponibilidade (warm standby).

NOTA: Esta sec¢éo foi redigida com base na suposi¢cao de que vocé esteja
familiarizado com o uso do Informix. Para obter instru¢cdes detalhadas, consulte
a documentagéo do Informix fornecida no seguinte local:
http://publib.boulder.ibm.com/infocenter/idshelp/v115/index.jsp

Para a solucao de problemas da configuragao de replicagao:

1.

Para verificar a configuragdo do ambiente, faga o seguinte na maquina do
servidor de geragao centralizada de relatérios e em cada maquina do
servidor que esteja participando da geracao centralizada de relatérios:

a) No menu Iniciar, aponte para Programas e, depois, clique em Painel de
controle.

b) Clique duas vezes em Sistema.
c) Clique na guia Avangado.
d) Clique em Variaveis do ambiente.

e) Em Variaveis do sistema, certifique-se de que as variaveis do ambiente
do sistema INFORMIXDIR, INFORMIXSERVER,e ONCONFIG
aparegam na lista.

f) Se qualquer uma dessas variaveis do ambiente do sistema nao aparecer
na lista, adicione-a a lista.

Use o comando ping para certificar-se de que a conexao da rede entre o
Central Reporting Server e cada maquina do servidor que esteja participando
da geragéo centralizada de relatérios esteja funcionando devidamente. Se
qualquer uma das conexdes de rede nao estiver funcionando, entre em
contato com o administrador da sua rede.

Use o comando tracert para verificar a resolugéo do enderecgo IP para o
nome do host do Central Reporting Server e cada maquina do servidor que
esteja participando da geragéo centralizada de relatérios. Se qualquer um
dos enderecgos IP nao tiver sido devidamente resolvido para os nomes de
hosts, entre em contato com o administrador da sua rede.

No Central Reporting Server e em cada maquina do servidor que esteja
participando da geragao centralizada de relatérios, certifique-se de que o
arquivo host.equiv esteja localizado na pasta
windows\system32\drivers\etc. Se o arquivo hosts.equiv ndo
aparecer na pasta, certifique-se de que vocé tenha permissao de acesso
para gravagao na pasta.
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Na maquina do servidor de geragéo centralizada de relatérios e em cada
maquina do servidor que esteja participando da geracao centralizada de
relatérios, certifique-se de que o arquivo hosts.equiv contenha as seguintes
linhas:

<local host>

<fully qualified local host name>
<remote host>

<fully qualified remote host name

onde:

¢ Os nomes de hosts totalmente qualificados especificam o dominio, como
por exemplo, perfect.com.

* No Central Reporting Server, os hosts remotos sdo as maquinas do
servidor que estejam participando da geragao centralizada de relatérios.

* Em uma maquina do servidor que esteja participando da geracéo
centralizada de relatérios, o host remoto é o Central Reporting Server.

Na maquina do servidor de geragao centralizada de relatérios e em cada
maquina do servidor que esteja participando da geragao centralizada de
relatérios, conecte-se aos servidores da base de dados para certificar-se de
que o ambiente seja confiavel para o usuario do Informix, da seguinte
maneira:

a) Faca logon na maquina do servidor na conta do Informix.

b) No menu Iniciar, clique em Executar, digite dbaccess e, depois, clique
em OK.

c) Selecione Conexao.

d) Selecione Conectar.

e) Selecione o servidor da base de dados ao qual se deseja conectar.
f) Quando for solicitado o nome do usuario, pressione ENTER.

g) Alista de bases de dados no servidor deve ser exibida. Se vocé
encontrar um erro, entre em contato com o administrador da sua rede. Os
possiveis motivos para um erro sdo um problema de pesquisa de DNS
(tabela de pesquisa direta ou inversa de DNS no controlador de
dominios) ou, quando o sistema estiver configurado para alta
disponibilidade (warm standby), uma ordem das vinculagdes de TCP/IP
invalida para as placas de interface de rede. Para a alta disponibilidade
(warm standby), é necessério que a placa de interface de rede do cliente
esteja no topo da lista de vinculagdes de TCP/IP, seguida pela placa de
interface de rede privada do cluster e, depois, pela placa de interface de
rede do PABX (se for necessario).
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7.4 Substituindo uma maquina do servidor principal para geragao
centralizada de relatorios

Se uma magquina do servidor principal que esteja participando da geragao
centralizada de relatérios tiver que ser substituida, sera necessario seguir este
procedimento.

IMPORTANTE: Uma maquina do servidor principal deve ser substituida
somente sob orientagdo de seu representante da assisténcia técnica. Este
procedimento ndo se aplica a uma maquina do servidor de geragao centralizada
de relatorios. Se precisar substituir a maquina do Central Reporting Server, vocé
tera que entrar em contato com seu representante da assisténcia técnica.

NOTA: Este procedimento requer que vocé tenha um backup de todos os dados
na maquina do servidor. Certifique-se de que o backup contenha a base de
dados, o registro e o arquivo hosts.equiv. Se n&o tiver um backup de todos os
dados na maquina do servidor, entdo vocé também tera que redefinir as
configuragdes de replicagdo apds realizar este procedimento. Para obter mais
detalhes, veja Secao 7.4.1, “Redefinindo as configuragdes de replicagcao”, na
pagina 70.

Antes de comecar, é necessario obter um novo arquivo de licenca para a nova
maquina do servidor. Isso ocorre porque o ID do sistema utilizado para o
licenciamento do OpenScape Contact Center baseia-se no hardware da
maquina do servidor.

Para substituir uma maquina do servidor principal para geragao
centralizada de relatérios:

1. Restaure todos os dados na nova maquina do servidor usando o backup
mais recente.

2. Certifique-se de que o nivel do patch do software do servidor do OpenScape
Contact Center corresponda ao da base de dados a ser restaurada.

3. Restaure a base de dados na maquina do servidor. Para obter mais detalhes,
siga o procedimento descrito na Sec¢éo 6.3.3, “Restaurando a base de dados
usando o utilitario ontape”, na pagina 50 ou na Sec¢éo 6.3.6, “Restaurando a
base de dados usando o utilitario onbar”, na pagina 53, conforme seja
apropriado.

4. Usando o aplicativo Manager, ative a licenga para a nhova maquina do
servidor. Para obter mais detalhes, consulte a Ajuda do Manager.
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7.4.1 Redefinindo as configuragoes de replicagao

Se vocé nao tiver um backup de todos os dados na maquina do servidor principal
que precisem ser substituidos, entdo também sera necessario redefinir as
configuracgdes de replicacdo apds substituir a maquina do servidor.

Para redefinir as configuragdes de replicagao:

1. Remova as configuragdes de replicagao para geragao centralizada de
relatérios:

¢ Em cada uma das maquinas do servidor principal que estejam
participando da geragao centralizada de relatérios (ndo incluindo a
maquina do servidor que foi substituida), remova as configuragdes de
replicagao.

* Namaquina do servidor de geragéo centralizada de relatérios, remova as
configuracdes de replicagdo para todas as maquinas dos servidores
remotos.

2. Defina as configuragdes de replicacao.

NOTA: Para obter detalhes sobre a remocgéo e definicdo das configuragdes de
replicagéo, consulte o Guia de Instalagéo.
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8 Gerenciando um ambiente de alta disponibilidade (warm

standby)

Este capitulo descreve as agdes que podem ser adotadas se vocé tiver
problemas quando o sistema estiver configurado para alta disponibilidade (warm
standby).

NOTA: Em todo este documento, usamos o termo “aplicativo de cluster da
Microsoft”. Se vocé estiver usando o Windows Server 2008 R2, Windows 2012 e
Windows 2012 R2, isso se refere ao aplicativo Gerenciamento de Clusters de
Failover. Para obter mais detalhes sobre os procedimentos relacionados a esses
aplicativos, consulte a Ajuda da Microsoft.

8.1 Gerenciando replicagao para alta disponibilidade (warm standby)

Se houver algum problema com a replicacdo, o buffer de replicacdo comegara a
encher. Para obter mais detalhes, veja Segéo 7.1.1, “Sobre o buffer de
replicagdo”, na pagina 57. Quando isso ocorrer, é possivel usar o aplicativo da
configuracao de replicagdo do OpenScape Contact Center (trcdbins.exe) para
gerenciar a replicagao de dados.

IMPORTANTE: Os relégios dos computadores nas maquinas dos servidores
primario, de backup e do Central Reporting Server opcional devem estar
sincronizados. E necessario sincronizar os relégios dos computadores antes de
executar o aplicativo de configuragédo de replicacdo do OpenScape Contact
Center (trcdbins.exe), e assegurar que o relégio permanecga sincronizado. A
replicagéo falhara se os horarios tiverem mais de dois segundos de diferenca.

8.1.1 Suspendendo a replicagao de alta
disponibilidade (warm standby)

Vocé pode suspender o fluxo de dados replicados entre as maquinas dos
servidores primario e de backup, por exemplo, para realizar uma manutengéo na
rede. Recomendamos que vocé suspenda a replicagao caso se espere que 0
fluxo de dados replicados seja interrompido por mais de meio dia. Nao faz
diferenga em que maquina do servidor vocé suspender a replicagao.
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Essa fungéo é util porque, se uma grande quantidade de dados se acumular no
buffer durante uma interrupcao, serdo consumidos recursos significativos de
rede e CPU na maquina de destino quando a replicagao for reiniciada.
Suspender a replicagao permite que se reinicie a replicacdo durante periodos de

baixo volume de contatos, reduzindo o impacto no sistema.

Para suspender a replicagao de alta disponibilidade (warm standby):

1. Faga logon na maquina do servidor primario ou de backup.

2. No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em

OK.

3. Selecione Perform other replication configuration tasks for high

availability e, depois, clique em OK.

ﬁHiPath ProCenter Replication Configuration

Eﬁ Select the kype of replication configuration that wou want to perfarm

Replication configuration options

£ Configure the replication settings For central reporting
™ Configure the replication settings For high availabilicy

" Perform other replication configuration tasks for central reporting

{* Perform other replication configuration tasks For high availability!

R

Cancel

4. Selecione Suspender replicagio com a maquina do servidor remoto e,

depois, clique em OK.

ﬁHigh Availability Replication Configuration

tﬁ Select the replication configuration task that you want to perfarm

—Replication configuration options

" Synchronize with the remate server machine

¢ Suspend replication with the remaoke server machine
" Stop replication with the remate servet machine

™ shut down all replication on the local server machine

" Remove the replication settings For the remate server machine

Remate server machine: PrimaryServer

[ 1|

Cancel
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8.1.1.1 Reiniciando replicacao de alta disponibilidade (warm
standby)

Se o buffer de replicagéo contiver uma grande quantidade de dados,
recomendamos que voceé reinicie a replicagao durante um periodo de baixo
volume de contatos para reduzir o impacto no sistema.

Para reiniciar a replicagdo de alta disponibilidade (warm standby):

1. Faca logon na maquina do servidor na qual a replicagdo foi suspensa
anteriormente.

2. No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.

3. Selecione Perform other replication configuration tasks for high
availability e, depois, clique em OK.

4. Selecione Resume replication with the remote server machine e, depois,
cligue em OK.

ﬁHigh Availability Replication Configuration

tﬁ Select the replication configuration task that wou want to perform
T

—Replication configuration options
" Symchronize with the remote server machine
{*" Resume replication with the remote server machine
" Stop replication with the remote sepver machine
™ shut down all replication on the local server machine

" Remove the replication settings for the remoke server machine

Remate server machine: PrimaryServer

(04 I Cancel
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8.1.2 Suspendendo replicagao de geragao
centralizada de relatérios

Suspender a replicagdo com o Central Reporting Server é (til pelos motivos
descritos na Secgao 7.1.2, “Suspendendo a replicagdo para geragao centralizada
de relatérios”, na pagina 58. Siga o procedimento descrito nessa sec¢ao para
suspender a replicacdo com o Central Reporting Server.

NOTA: Se o sistema sofrer uma falha enquanto a replicacdo de geragao
centralizada de relatdrios € suspensa, a replicacdo de geragao centralizada de
relatérios sera reiniciada automaticamente.

8.1.2.1 Reiniciando a replicagao de geragao centralizada de
relatérios

Siga o procedimento descrito na Segéo 7.1.2.1, “Reiniciando a replicacédo de
geracao centralizada de relatérios”, na pagina 60 para reiniciar a replicagdo com
a maquina do servidor de geragao centralizada de relatérios.

8.1.3 Interrompendo a replicacao de alta
disponibilidade (warm standby)

Quando o sistema estiver configurado tanto para alta disponibilidade (warm
standby) quanto para geracéo centralizada de relatérios, é possivel interromper
a replicagao entre as maquinas dos servidores primario e de backup. Isso
permite que vocé deixe a replicagdo de geragéo centralizada de relatérios em
funcionamento enquanto trata de quaisquer problemas que possa haver com a
rede. Nao faz diferenga em que maquina do servidor vocé interromper a
replicagao.

IMPORTANTE: Vocé deve executar esse procedimento somente quando for
necessario ou quando tiver sido instruido para fazé-lo porque pode ser
necessario sincronizar os dados de geracgao de relatérios. Para obter mais
detalhes, veja Segéao 8.4, “Sincronizando os dados de geragéo de relatérios para
alta disponibilidade (warm standby) com geragao centralizada de relatérios”, na
pagina 87. Sempre que possivel, recomendamos que vocé suspenda, ao invés
de interromper a replicagao, porque a suspensao nao requer que Vocé sincronize
os dados de geragéo de relatorios.
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Para interromper a replicagao de alta disponibilidade (warm standby):

1.
2.

Faca logon na maquina do servidor primario ou de backup.

No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.

Selecione Perform other replication configuration tasks for high
availability e, depois, clique em OK.

Selecione Stop replication with the remote server machine e, depois,
cligue em OK.

ﬁHigh Availability Replication Configuration

tﬁ Select the replication configuration task that wou want to perform

—Replication configuration options

" Synchronize with the remaote server machine

™ Suspend replication with the remote server machine
{%" Stop replication with the remote server machine

" shut down all replication on the local server machine

" Remove the replication settings for the remote and central reparting server machines

Remate server machine: PrimaryServer

(04 I Cancel

8.1.3.1 Reiniciando a replicacao de alta disponibilidade (warm
standby)

Apbs a replicagéao ter sido interrompida, € necessario primeiro cancelar toda a
replicacao e, depois, reiniciar a replicagao. Durante o processo de reinicio, todos
os dados sao removidos do buffer de replicagéo.

Para reiniciar a replicagao de alta disponibilidade (warm standby):

1.

Usando o aplicativo de cluster da Microsoft, coloque o HPPC Group (Grupo
do HPPC) offline. Espere que o estado da maquina do servidor mude para
Warm standby antes de prosseguir.

Pare os servigcos do OpenScape Contact Center e do OpenScape Contact
Center AutoPA nas maquinas dos servidores primario e de backup. Aguarde
até que os servigos tenham sido completamente desligados antes de
prosseguir.

Faga logon na maquina do servidor na qual se interrompeu a replicagédo
anteriormente.
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No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.

Selecione Perform other replication configuration tasks for high
availability e, depois, clique em OK.

Selecione Shut down all replication on the local server machine e,
depois, clique em OK.

ﬁHigh Avwailability Replication Configuration

tﬁ Select the replication configuration task that you want to perform
l.-"

—Replication configuration options

{* synchronize with the remote server machine

" suspend replication with the remote server machine
" Stop replication with the remate server machine

f* shut down all replication on the local server machine

£ Remowve the replication settings for the remaote and centrallreporting server machines

Remate server machine: PrimaryServer

QK |

Na mesma maquina do servidor, execute trcdbins.exe novamente — no menu
Iniciar, clique em Executar, digite trcdbins e, depois, clique em OK.

Selecione Perform other replication configuration tasks for high
availability e, depois, clique em OK.

Selecione Restart all replication on the local server machine e, depois,
clique em OK.

ﬁHigh Avwailability Replication Configuration

tﬁ Select the replication configuration task that you want to perform
L 'l‘__.

—Replication configuration options

€ synchronize with the remote server machine
£ Suspend replication with the remote server machine

| Stop replication with the remate server machine

fe Reckart all replication on the local server machine:

£ Remove the replication settings for the remote and centrallreporting server machines

Remate server machine: PrimatyServer

(0] I Cancel
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10. Sincronize os dados de geracao de relatérios, somente se necessario. Seg¢éo
8.4, “Sincronizando os dados de geracéo de relatérios para alta
disponibilidade (warm standby) com geragéo centralizada de relatérios”, na
pagina 87.

11. Sincronize os dados administrativos entre as maquinas dos servidores
primario e de backup. Para obter mais detalhes, veja Sec¢éo 8.2,
“Sincronizando os dados entre as maquinas dos servidores primario e de
backup”, na pagina 83.

12. Se vocé decidir ndo sincronizar os dados de geragao de relatérios na etapa
10, sincronize os dados administrativos entre as maquinas dos servidores
primario e o Central Reporting Server. Para obter mais detalhes, veja Se¢éo
8.3, “Sincronizando os dados administrativos entre as maquinas dos
servidores primario e de geragao centralizada de relatdrios”, na pagina 85.

8.1.4 Interrompendo a replicagao de geragao
centralizada de relatérios

Quando o sistema estiver configurado tanto para alta disponibilidade (warm
standby) quanto para geragéo centralizada de relatérios, é possivel interromper
a replicagdo com o Central Reporting Server. Isso permite que vocé deixe a
replicagédo de alta disponibilidade (warm standby) em funcionamento enquanto
trata de quaisquer problemas que possa haver com a rede ou o Central
Reporting Server.

IMPORTANTE: Vocé deve executar esse procedimento somente quando for
necessario ou quando tiver sido instruido para fazé-lo porque pode ser
necessario sincronizar os dados de geragao de relatérios. Para obter mais
detalhes, veja Sec¢ao 8.4, “Sincronizando os dados de geragao de relatérios para
alta disponibilidade (warm standby) com geragéo centralizada de relatérios”, na
pagina 87. Sempre que possivel, recomendamos que vocé suspenda, ao invés
de interromper a replicagao, porque a suspensao nao requer que vocé sincronize
os dados de geragéao de relatorios.

NOTA: Se o sistema sofrer uma falha enquanto a replicagao de geracao
centralizada de relatorios € interrompida, a replicagéo de geragéo centralizada
de relatérios sera reiniciada automaticamente.
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Para interromper a replicagido de geragao centralizada de relatorios:

1.

Faca logon na maquina do servidor na qual se deseja interromper a
replicagdo com o Central Reporting Server.

No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.

Selecione Perform other replication configuration tasks for central
reporting e, depois, clique em OK.

‘HiPath ProCenter Replication Configuration

tﬁ Select the bype of replication configuration that wou want to perform

Replication configuration options

™ cConfigure the replication settings For central reparting
" Configure the replication settings For high availability
* Perform other replication configuration tasks For central reporting

" Petform other replication configuration basks For high availability

Of I Cancel I

4. Selecione Stop replication with the central reporting server machine e,

depois, clique em OK.

&Eentral Reporting Replication Configuration

tﬁ Select the replication configuration task that you want to perfarm
8

—FReplication configuration options

" Madify the replication settings For the central reporting server machine
" Suspend replication with the central reporting server machine

% Stop replication with the central reporting server machine

™ shut down all replication on the local server machine

" Remove the replication settings For the central reparting server machine

Central reporting server machine: | Central

O I Cancel I

8.1.4.1 Reiniciando a replicagao de geragao centralizada de
relatérios

Apbs a replicagéo ter sido interrompida, € necessario primeiro cancelar toda a
replicacao e, depois, reiniciar a replicagao. Durante o processo de reinicio, todos
os dados sao removidos do buffer de replicagéo.
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Para reiniciar a replicagdo de geragao centralizada de relatérios:

1.

6.

Usando o aplicativo de cluster da Microsoft, coloque o HPPC Group (Grupo
do HPPC) offline. Espere que o estado da maquina do servidor mude para
Warm standby antes de prosseguir.

Pare os servigos do OpenScape Contact Center e do OpenScape Contact
Center AutoPA nas maquinas dos servidores primario e de backup. Aguarde
até que os servigos tenham sido completamente desligados antes de
prosseguir.

Faca logon na maquina do servidor na qual se interrompeu a replicagao
anteriormente.

No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.

Selecione Perform other replication configuration tasks for central
reporting e, depois, clique em OK.

ﬁHiPath ProCenter Replication Configuration

tﬁ Select the bype of replication configuration that wou want to perform

Replication configuration options

" Configure the replication settings For central reparting
" Configure the replication settings far high availability
¢ Perform other replication configuration tasks for central reporting

= Perform other replication configuration kasks For high availabiliby

Ok Cancel

Selecione Shut down all replication on the local server machine e,
depois, clique em OK.

ﬁtentral Reporting Replication Configuration

tﬁ Select the replication configuration task that wou want to perfarm
8

—Replication configuration options

™ Modify the replication settings for the central reporting server machine
" suspend the replication with the cemtral reporting server machine

= Stop replication with the central reparting server machine

{*" shut down all replication on the local server machine

" Remove the replication settings for the central reporting server machine

Central reporting server machine: | Central

Ok | Cancel I
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10.

11.

12.

Na mesma maquina do servidor, execute trcdbins.exe novamente — no menu
Iniciar, clique em Executar, digite tredbins e, depois, clique em OK.

Selecione Perform other replication configuration tasks for central
reporting e, depois, clique em OK.

Selecione Restart all replication on the local server machine e, depois,
clique em OK.

ﬁ[entral Reporting Replication Configuration

tﬁ Select the replication configuration task that you want to perform
L 'l‘__.

—Replication configuration options

£ Modify the replication setkings for the central repatting server machine
" suspend replication with the central reporting server machine

£ Stop replication with the central reporting server machine

{* Restart all replication on the local server machine

£ Remowve the replication setbngs far the cenbrallreparting servet machine

Central reporting server machine: | Central

OF I Cancel I

Sincronize os dados de geragao de relatérios, somente se necessario. Secao
8.4, “Sincronizando os dados de geracgéao de relatérios para alta
disponibilidade (warm standby) com geracédo centralizada de relatérios”, na
pagina 87.

Sincronize os dados administrativos entre as maquinas dos servidores
primario e de backup. Para obter mais detalhes, veja Secéo 8.2,
“Sincronizando os dados entre as maquinas dos servidores primario e de
backup”, na pagina 83.

Se vocé decidir ndo sincronizar os dados de geragao de relatérios na etapa
10, sincronize os dados administrativos entre as maquinas dos servidores
primario e o Central Reporting Server. Para obter mais detalhes, veja Secéo
8.3, “Sincronizando os dados administrativos entre as maquinas dos
servidores primario e de geragao centralizada de relatérios”, na pagina 85.
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8.1.5 Cancelando toda a replicagao

Vocé pode cancelar toda a replicagdo na maquina do servidor, por exemplo, se
houver algum problema com a rede e vocé tiver que remover as configuragdes
de replicagéo (o que requer acesso a rede). Quando o sistema estiver
configurado tanto para alta disponibilidade (warm standby) quanto para geracao
centralizada de relatdrios, isso interrompe ambos os tipos de replicagao.

IMPORTANTE: Vocé deve executar esse procedimento somente quando for
necessario ou quando tiver sido instruido para fazé-lo porque pode ser
necessario sincronizar os dados de geragao de relatérios. Para obter mais
detalhes, veja Secéo 8.4, “Sincronizando os dados de geracéo de relatdrios para
alta disponibilidade (warm standby) com geragéo centralizada de relatérios”, na
pagina 87. Sempre que possivel, recomendamos que vocé suspenda, ao invés
de cancelar a replicagéo, porque a suspensao nao requer que voceé sincronize os
dados de geracgao de relatoérios.

Para cancelar toda a replicagido na maquina do servidor:
1. Facga logon na maquina do servidor na qual se deseja cancelar toda a
replicagao.

2. No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.

3. Selecione Perform other replication configuration tasks for high
availability e, depois, clique em OK.

ﬁHiPath ProCenter Replication Configuration

[:ﬁ Select the kype of replication configuration that wou want to perform

Replication configuration options

" Configure the replication settings for central reporting
" Configure the replication settings For high availability

= Perform other replication configuration kasks for central reporting

¢ Perform other replication configuration kasks For high availsbility

Ok Cancel
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4. Selecione Shut down all replication on the local server machine e,
depois, clique em OK.

ﬁHigh Availability Replication Configuration

[:ﬁ Select the replication configuration task that you want to perfarm

—Replication configuration options
" Synchronize with the remate server machine

" Suspend replication with the remote server machine
" Stop replication with the remaote server machine
¢ shut down all replication an the local server machine

" Remowve the replication settings For the remaote and central reporking server machines

Remate server machine: Primaryserver

K I Cancel

8.1.5.1 Reiniciando toda a replicagao

ApOs toda a replicagao na maquina do servidor ter sido cancelada, vocé pode
reinicia-la conforme descrito neste procedimento. Quando o sistema estiver
configurado tanto para alta disponibilidade (warm standby) quanto para geragao
centralizada de relatorios, este procedimento reinicia ambos os tipos de
replicagdo. Durante o processo de reinicio, todos os dados sdo removidos do
buffer de replicagéo.

Para reiniciar toda a replicagdao na maquina do servidor:

1. Usando o aplicativo de cluster da Microsoft, coloque o HPPC Group (Grupo
do HPPC) offline. Espere que o estado da maquina do servidor mude para
Warm standby antes de prosseguir.

2. Pare os servigos do OpenScape Contact Center e do OpenScape Contact
Center AutoPA nas maquinas dos servidores primario e de backup. Aguarde
até que os servigos tenham sido completamente desligados antes de
prosseguir.

3. Faca logon na maquina do servidor na qual a replicagao foi cancelada
anteriormente.

4. No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.

5. Selecione Perform other replication configuration tasks for high
availability e, depois, clique em OK.

82



Gerenciando um ambiente de alta disponibilidade (warm standby)

Sincronizando os dados entre as maquinas dos servidores primario e de backup

6. Selecione Restart all replication on the local server machine e, depois,

clique em OK.

QHigh Availability Replication Configuration

tﬁ Select the replication configuration task that wou want to perfarm
L '.'__.

—Replication configuration options

" Synchranize with the remote server machine
£ Suspend replication with the remote server machine

| Stop replication with the remate server machine

¢ Restart all replication on the local server machine:

" Remoyve the replication setbings for the remate and centrallreparbing servet machines

Remote server machine: Primaryserver

[ol'4 I Cancel |

Sincronize os dados de geragao de relatérios, somente se necessario. Segéao
8.4, “Sincronizando os dados de geragao de relatérios para alta
disponibilidade (warm standby) com geracgdo centralizada de relatérios”, na
pagina 87.

Sincronize os dados administrativos entre as maquinas dos servidores
primario e de backup. Para obter mais detalhes, veja Segéo 8.2,
“Sincronizando os dados entre as maquinas dos servidores primario e de
backup”, na pagina 83.

Se vocé decidir ndo sincronizar os dados de geragao de relatérios na etapa
7, sincronize os dados administrativos entre as maquinas dos servidores
primario e o Central Reporting Server. Para obter mais detalhes, veja Segcéo
8.3, “Sincronizando os dados administrativos entre as maquinas dos
servidores primario e de geracao centralizada de relatérios”, na pagina 85.

8.2 Sincronizando os dados entre as maquinas dos servidores primario e

de backup

Em alguns casos, pode ser necessario sincronizar os dados administrativos e de
processamento entre as maquinas dos servidores primario e de backup. Por
exemplo, pode ser necessario realizar esse procedimento se uma das maquinas
do servidor tiver ficado desligada durante um longo periodo de tempo (mais de
dois dias), porque o sistema sé pode armazenar em buffer uma quantidade de
dados finita. Neste caso, é necessario executar o procedimento na maquina do
servidor que ficou fora de operagao e que precisa ser sincronizada.
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Para sincronizar os dados entre as maquinas dos servidores primario e de
backup:

1.

Usando o aplicativo de cluster da Microsoft, coloque o HPPC Group (Grupo
do HPPC) offline. Espere que o estado da maquina do servidor mude para
Warm standby antes de prosseguir.

Interrompa o servigo do OpenScape Contact Center em todas as maquinas
dos servidores. Aguarde até que o servigo tenha sido completamente
cancelado antes de prosseguir.

Faca logon na maquina do servidor que necessita ser sincronizada.

No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.

Se vocé tiver a funcao Geragao centralizada de relatérios opcional,
aparecera a caixa de dialogo Op¢des de configuragao de replicagao do
OpenScape Contact Center. Selecione Perform other replication
configuration tasks for high availability e, depois, clique em OK.

ﬁHiPath ProCenter Replication Configuration

E-ﬁ Select the kype of replication configuration that wou want to perform

Replication configuration options

" Configure the replication settings for central reporting
"~ Configure the replication setkings For high availability

£ Perform other replication configuration kasks For central reporting

=" Perform other replication configuration tasks For high availabiliey

K Cancel
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6. Selecione Synchronize with the remote server machine e, depois, clique
em OK.

ﬁHigh Availability Replication Configuration

tﬁ Select the replication configuration task that wou want to perform

—Replication configuration options

" Synchronize with the remaote server machine

" Suspend replication with the remoke server machine
™ Stop replication with the remote server machine

" shut down all replication on the local server machine

" Remaove the replication settings for the remaote and central reporting server machines

Remate server machine: PrimaryServer

(o4 I Cancel |

7. Quando a sincronizagao tiver terminado, inicie o servigo do OpenScape
Contact Center em todas as maquinas dos servidores.

8. Coloque o HPPC Group (Grupo do HPPC) online.

8.3 Sincronizando os dados administrativos entre as maquinas dos
servidores primario e de geragao centralizada de relatoérios

Quando o sistema estiver configurado para alta disponibilidade (warm standby)
com geragéao centralizada de relatérios, vocé pode ter problemas que requeiram
a sincronizagéo dos dados administrativos entre a maquina do servidor primario
e a maquina do Central Reporting Server.

Para sincronizar os dados administrativos entre as maquinas dos
servidores primario e de geragao centralizada de relatérios:

1. Faca logon no Central Reporting Server.

2. No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.
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3. Selecione Perform other replication configuration tasks for central
reporting e, depois, clique em OK.

ﬁHiPath ProCenter Replication Configuration

E-ﬁ Select the kype of replication configuration that wou want to perform

Replication configuration options

” Configure the replication settings for central reporting
" Configure the replication settings For high availability
fe perform other replication configuration kasks For central reparting

€ Perform other replication configuration kasks For high availabilis.

0K I Cancel

4. Selecione Synchronize administration data with the remote server
machine, selecione a maquina do servidor primario na lista Remote server
machine e, depois, clique em OK.

‘Eentral Reporting Replication Configuration

tﬁ Select the replication configuration task that you want to perform
& .,—-"-

—FReplication configuration options

¢ synchronize administration data with the remate server maching
{” Synchronize recent histarical reporting data with the remote server machine

™ Synchronize all hiskorical reparting data with the remote server machine

0% completed

Fun For; I hours

" Remove the replication settings for the remote server machine

" Remove the replication settings For all remoke server machines

Remate server machine: Remateserverl vI
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8.4 Sincronizando os dados de geracao de relatérios para alta
disponibilidade (warm standby) com geragao centralizada de relatérios

Caso tenha problemas com os dados de geragéo de relatérios histéricos, é
possivel sincronizar os dados de geragao de relatorios. Por exemplo, se
estiverem faltando dados porque houve uma interrupgdo demorada na rede
entre uma das maquinas do servidor principal (primaria ou de backup) e o Central
Reporting Server, sera possivel ressincronizar os dados de geragao de relatérios
entre a maquina do servidor e o Central Reporting Server. Ao sincronizar os
dados de geragéo de relatérios em uma maquina do servidor no cluster (primaria
ou de backup), também é necessario sincronizar os dados de geragéo de
relatérios na outra maquina do servidor.

NOTA: Sincronizar os dados de geracgéo de relatérios pode demorar muito
tempo. Recomendamos que vocé execute esse procedimento somente quando
os problemas com os dados de geragao de relatérios histéricos tornarem-se
inaceitaveis para seus propositos.

NOTA: Antes de sincronizar, recomendamos que vocé verifique os periodos de
retencdo no Central Reporting Server, para certificar-se de que eles ndo sejam
mais curtos do que aqueles configurados na maquina do servidor principal. Se
os periodos de retencao forem mais curtos, vocé podera perder alguns dados de
geragao de relatérios durante o primeiro horario de manutengéao dos dados
depois da sincronizagao.

Para sincronizar os dados de geracgao de relatérios para alta
disponibilidade (warm standby) com geracao centralizada de relatérios:

1. Faca logon no Central Reporting Server.

2. Interrompa o servigo do AutoPA do OpenScape Contact Center no Central
Reporting Server. Aguarde até que o servigo tenha sido completamente
cancelado antes de prosseguir.

3. No menu Iniciar, clique em Executar, digite trcdbins e, depois, clique em
OK.
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4. Selecione Perform other replication configuration tasks for central
reporting e, depois, clique em OK.

t-ﬁ Select the kype of replication configuration that wou want to perform

Replication configuration options

” Configure the replication settings for central reporting
" Configure the replication settings For high availability
fe perform other replication configuration kasks For central reparting

€ Perform other replication configuration kasks For high availabilis.

&HiPath ProCenter Replication Configuration

0K I Cancel

5. Selecione uma das seguintes opgdes e, a seguir, clique em OK:

Para sincronizar os dados de geragao de relatérios historicos para
apenas o més atual e o més anterior (esta opgdo demora menos tempo),
faca o seguinte:

Selecione Synchronize recent historical reporting data with the
remote server machine.

Na lista Servidor remoto, selecione a maquina do servidor (primaria
ou de backup) com a qual se deseja sincronizar.

Para sincronizar todos os dados da geracéo de relatérios histéricos, faca
0 seguinte:

Selecione Synchronize all historical reporting data with the
remote server machine.

Na lista Servidor remoto, selecione a maquina do servidor (primaria
ou de backup) com a qual se deseja sincronizar.

Como esta opgéo pode demorar muito longo para ser concluida, é
possivel especificar por quanto tempo sera executada a
sincronizag&o. Na caixa Executar por, digite o nimero de horas
durante as quais se deseja executar a sincronizagao. Depois desse
periodo de tempo, a sincronizagao parara, para que vocé possa
continuar em outro momento. O % de valor concluido mostra o
quanto do processo de sincronizagéo ja foi concluido no momento. A
barra de progresso indica o progresso dentro do nimero de horas
especificado.
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e Para continuar uma sincronizagao anterior, selecione Continue to
synchronize all historical reporting data with the remote server
machine e, depois, especifique a maquina do servidor remoto (primaria
ou de backup) e o tempo para executar a sincronizagdo, conforme
descrito acima.

&Eentral Reporting Replication Configuration

E ﬁ Select the replication configuration task that you want to perfarm

—Replication configuration options

"~ Synchronize administration data with the remaoke server machine
" Synchronize recent historical reparting data with the remote server machine
" Synchraonize all historical reporting data with the remate server machine
0% completed
Rur For: I_ hours
% Remove the replication settings For the remote server machine

" Remove the replication settings for all remote server machines

Remote server machine: PrimaryServer v|

Cancel |

6. Repita as etapas 2 a 5 para a outra maquina do servidor no cluster.

7. Quando a sincronizagao tiver terminado, inicie o servico do AutoPA do
OpenScape Contact Center no Central Reporting Server.

8.5 Solucao de problemas da configuragao de replicagao para alta
disponibilidade (warm standby)

O aplicativo da configuracao de replicagéo (trcdbins.exe) do OpenScape Contact
Center realiza varios testes para certificar-se de que a replicagao foi configurada
com sucesso. Se vocé encontrar problemas com a configuragdo de replicagao,
verifique os arquivos de diagnésticos (de nome trcdbins.000, trcdbins.001...
tredbins.025), que estdo localizados na pasta a partir da qual vocé executou o
componente. Esses arquivos de diagndsticos podem ajudar vocé a resolver a
maioria dos problemas comuns de configuragéo de replicagéo.

Se os arquivos de diagndsticos ndo ajudarem a resolver os problemas da
configuracdo de replicacéo, é possivel realizar o procedimento de solugéo de
problemas descrito na Se¢ao 7.3, “Solugéo de problemas com configuragédo de
replicagdo para geragao centralizada de relatérios”, na pagina 66.
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Esta se¢do descreve como restaurar a base de dados do OpenScape Contact
Center em um ambiente de alta disponibilidade (warm standby).

Em cada maquina do servidor onde se deseja restaurar a base de dados, é
necessario certificar-se de que:

* O software do servidor do OpenScape Contact Center instalado ainda seja
valido.

¢ O nivel do patch do software do servidor corresponda ao da base de dados
a ser restaurada.

Se for necessario reinstalar o software do servidor do OpenScape Contact
Center ou o sistema operacional, é necessario seguir o procedimento descrito na
Secao 8.8, “Substituindo uma maquina de servidor no cluster”, na pagina 94.

8.6.1 Restaurando a base de dados na maquina do
servidor que esta em modo Standby

Este procedimento descreve como restaurar a base de dados do OpenScape
Contact Center na maquina do servidor que esta em modo Standby
(normalmente, a maquina do servidor de backup): Durante a maior parte deste
procedimento, vocé pode deixar o OpenScape Contact Center funcionando na
maquina do servidor que esta no modo Ativo. S6 é necessario interromper os
servigos do OpenScape Contact Center e do AutoPA do OpenScape Contact
Center por um pequeno periodo de tempo para sincronizar os dados
administrativos entre as maquinas dos servidores primario e de backup.

Para restaurar a base de dados na maquina do servidor que esteja em
modo Standby:

1. Certifique-se de que a maquina do servidor esteja no modo Standby. Se a
maquina do servidor estiver no modo Ativo, use o aplicativo de cluster da
Microsoft para mover o HPPC Group (Grupo do HPPC) para a outra
maquina do servidor.

2. Usando o aplicativo de cluster da Microsoft, pause a maquina do servidor.

3. Pare os servigos do OpenScape Contact Center e do OpenScape Contact
Center AutoPA na maquina do servidor que vocé esta restaurando. Aguarde
até que os servigos tenham sido completamente desligados antes de
prosseguir.

4. Restaure a base de dados na maquina do servidor. Para obter mais detalhes,
siga o procedimento descrito na Se¢ao 6.3.3, “Restaurando a base de dados
usando o utilitario ontape”, na pagina 50 ou na Sec¢ao 6.3.6, “Restaurando a
base de dados usando o utilitario onbar”, na pagina 53, conforme seja
apropriado.
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5. Sincronize os dados administrativos entre as maquinas dos servidores
primario e de backup. Para obter mais detalhes, veja Sec¢éo 8.2,
“Sincronizando os dados entre as maquinas dos servidores primario e de
backup”, na pagina 83.

6. Usando o aplicativo de cluster da Microsoft, reinicie a maquina do servidor.

8.6.2 Restaurando a base de dados na maquina do
servidor de geragao centralizada de relatérios

Este procedimento descreve como restaurar a base de dados apenas no Central
Reporting Server. Durante a maior parte deste procedimento, vocé pode deixar
o0 OpenScape Contact Center funcionando na maquina do servidor que esta no
modo Ativo. S6 é necessario interromper os servigos do OpenScape Contact
Center e do AutoPA do OpenScape Contact Center por um pequeno periodo de
tempo depois de sincronizar os dados administrativos entre as maquinas
primaria e do Central Reporting Server.

Quando vocé restaurar a base de dados no Central Reporting Server, os dados
nao serao sincronizados com as maquinas dos servidores primario e de backup.
Vocé deve decidir se os dados de geragdo de relatérios sao aceitaveis para sua
finalidade, ou se deseja sincronizar os dados conforme descrito na Segéo 8.4,
“Sincronizando os dados de geragao de relatérios para alta disponibilidade
(warm standby) com geragao centralizada de relatérios”, na pagina 87.

Para restaurar a base de dados na maquina do servidor de geragao
centralizada de relatérios:

1. Pare os servicos do OpenScape Contact Center e do OpenScape Contact
Center AutoPA no Central Reporting Server. Aguarde até que os servigos
tenham sido completamente desligados antes de prosseguir.

2. Restaure a base de dados na maquina do servidor. Para obter mais detalhes,
siga o procedimento descrito na Secéo 6.3.3, “Restaurando a base de dados
usando o utilitario ontape”, na pagina 50 ou na Sec¢éo 6.3.6, “Restaurando a
base de dados usando o utilitario onbar”, na pagina 53, conforme seja
apropriado.

3. Sincronize os dados de geragéo de relatérios, somente se necessario. Para
obter mais detalhes, veja Segao 8.4, “Sincronizando os dados de geragao de
relatérios para alta disponibilidade (warm standby) com geragéo centralizada
de relatérios”, na pagina 87.
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4. Se vocé decidir ndo sincronizar os dados de geragéo de relatérios na etapa

5.

3, sera necessario fazer o seguinte:

a) Na maquina do servidor que estd no modo Ativo (normalmente a
maquina do servidor primario), abra uma janela de aviso de comando,
digite o seguinte, e pressione ENTER:

trcdbins -activate

b) Sincronize os dados administrativos entre as maquinas dos servidores
primario e o Central Reporting Server. Para obter mais detalhes, veja
Secéo 8.3, “Sincronizando os dados administrativos entre as maquinas
dos servidores primario e de geragao centralizada de relatérios”, na
pagina 85.

Inicie os servigos do OpenScape Contact Center e do OpenScape Contact
Center AutoPA no Central Reporting Server.

8.6.3 Restaurando a base de dados em mais de uma
maquina de servidor

Este procedimento descreve como restaurar mais de um instancia da base de
dados do OpenScape Contact Center nas maquinas dos servidores primario, de
backup e/ou o Central Reporting Server opcional. E necessério interromper os
servigos do OpenScape Contact Center e do OpenScape Contact Center AutoPA
em todas as maquinas dos servidores por toda a duragdo deste procedimento.

Para restaurar a base de dados do OpenScape Contact Center:

1.

Usando o aplicativo de cluster da Microsoft, coloque o HPPC Group (Grupo
do HPPC) offline. Espere que o estado da maquina do servidor mude para
Warm standby antes de prosseguir.

Pare os servigcos do OpenScape Contact Center e do OpenScape Contact
Center AutoPA em todas as maquinas dos servidores. Aguarde até que os
servigos tenham sido completamente desligados antes de prosseguir.

Restaure a base de dados em cada maquina do servidor que precise ser
restaurada. Para obter mais detalhes, siga o procedimento descrito na Segao
6.3.3, “Restaurando a base de dados usando o utilitario ontape”, na pagina
50 ou na Sec¢ao 6.3.6, “Restaurando a base de dados usando o utilitario
onbar”, na pagina 53, conforme seja apropriado.

Sincronize os dados administrativos entre as maquinas dos servidores
primario e de backup. Para obter mais detalhes, veja Se¢éo 8.2,
“Sincronizando os dados entre as maquinas dos servidores primario e de
backup”, na pagina 83.
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5. Se o sistema estiver configurado para geragao centralizada de relatérios,
sincronize os dados administrativos entre as maquinas dos servidores
primario e o Central Reporting Server. Para obter mais detalhes, veja Se¢éo
8.3, “Sincronizando os dados administrativos entre as maquinas dos
servidores primario e de geragao centralizada de relatdrios”, na pagina 85.

8.7 Forgando uma unica maquina de servidor em servigo

A solugéo de Alta disponibilidade (warm standby) do OpenScape Contact Center
usa um cluster de quorum de conjunto de nés principais com dois nés (uma
maquina do servidor primario e uma do servidor de backup) e uma testemunha
de compartilhamento de arquivos. Se ambas as maquinas dos servidores
primario e de backup no cluster ficarem isoladas devido a uma falha de
comunicagao, ndo sera possivel formar uma maioria e o cluster perdera quorum.
Isso faz com que o servigo de cluster e o OpenScape Contact Center sejam
encerrados. Se isto ocorrer, € necessario forcar manualmente o quorum em uma
das maquinas de servidores para que o cluster possa continuar a funcionar.

IMPORTANTE: Antes de vocé executar este procedimento, € necessario agir
para certificar-se de que o OpenScape Contact Center ndo possa ficar ativo em
ambas as maquinas de servidores (por exemplo, desconecte a outra maquina do
servidor da rede).

Para forgar uma Unica maquina de servidor a entrar em servico:

1. Usando o aplicativo de cluster da Microsoft, interrompa o servigo do cluster
na maquina do servidor.

2. Configure a opgéo do servigo do cluster “pardmetros iniciais” da seguinte
maneira:

/forcequorum <server machine name>

onde <server machine name> € 0 nome da maquina do servidor.

3. Inicie o servigo do cluster.

NOTA: Néo cligue em OK ou em Aplicar antes de iniciar o servigo do cluster
porque isso substituira os parametros iniciais. Observe também que os
parametros iniciais nao persistirdo apos o reinicio.
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Se uma maquina de servidor tiver que ser substituida, € necessario seguir este
procedimento para adicionar a nova maquina do servidor ao cluster.

IMPORTANTE: Uma maquina de servidor no cluster deve ser substituida
somente sob orientagao de seu representante da assisténcia técnica.

NOTA: Este procedimento requer que vocé tenha um backup de todos os dados
na maquina do servidor. Certifique-se de que o backup contenha os dados de
status do sistema da maquina do servidor, que incluem itens como os arquivos
de registro e de inicializagao.

Antes de comecar, é necessario:

Certificar-se de que o hardware da nova maquina do servidor seja idéntico
ao hardware da maquina do servidor que esta sendo substituida. A maquina
do novo servidor deve ter o mesmo enderego IP e nome do servidor da
maquina do servidor que esta sendo substituida.

Obtenha um novo arquivo de licenga para a nova maquina do servidor. Isso
ocorre porque o ID do sistema utilizado para o licenciamento do OpenScape
Contact Center baseia-se no hardware da maquina do servidor.

Para substituir uma maquina de servidor no cluster:

1.

Restaure todos os dados na nova maquina do servidor usando o backup
mais recente.

Usando o aplicativo de cluster da Microsoft, pause a nova maquina do
servidor.

Certifique-se de que as conexdes de rede estejam vinculadas a placa de
rede correspondente, e que a ordem da rede e a ordem das vinculagbes de
TCP/IP estejam corretas. A ordem de rede é cluster privado, cliente e, em
seguida, PABX. Ao configurar as placas de interface de rede, a ordem das
vinculacdes de TCP/IP é diferente da ordem da rede. E necessario que a
placa de interface de rede do cliente esteja no topo da lista de vinculagdes
de TCP/IP, seguida pela placa de interface de rede privada do cluster e,
depois, pela placa de interface de rede do PABX (se for necessario).

Certifique-se de que o nivel do patch do software do servidor do OpenScape
Contact Center corresponda ao da base de dados a ser restaurada.

Restaure a base de dados do OpenScape Contact Center. Para obter mais
detalhes, veja Secéo 8.6.1, “Restaurando a base de dados na maquina do
servidor que esta em modo Standby”, na pagina 90.
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6. Usando o aplicativo Manager, ative a licenga para a nova maquina do
servidor. Para obter mais detalhes, consulte a Ajuda do Manager.
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