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History of Changes

History of Changes

Datum Anderungen Grund
03/2012 Ersterstellung
2012-06-15 | Anderung von Kapitel 5, “Clusterintegration” und Kapitel 9, “Clusterintegration” CQ00214641
2012-08-21 | Registrierung der AxMmCtl.dlI CQ00221660
2013-02-28 | Abschnitt 5.3.3, “Printer-Embedded-Codes installieren”, auf Seite 129 und Abschnitt CQ0203098
9.4.3, “Printer-Embedded-Codes installieren”, auf Seite 233 aktualisiert
2013-05-24 | Die Kontrollkastchen Enable persistent mode und Auto start sind einem Dialog | CQ00251261
hinzugefiigt worden (siehe Schritt 6 auf Seite 209).
2013-05-24 | Tabelle der unterstiitzten Betriebssysteme aktualisiert (sieche Abschnitt 3.1.2, “Uberpriifen | FRN5992,
der Systemanforderungen fur den Server-PC”, auf Seite 29) FRN4909
2013-10-07 | Windows Server 2008 R2 SP1 Datacenter Edition wird unterstitzt. Windows Server 2008
Datacenter Edition wird jedoch weiterhin nicht unterstutzt (siehe Abschnitt 3.1.2,
“Uberpriifen der Systemanforderungen fiir den Server-PC”, auf Seite 29).
2013-10-07 | Wenn Sie die XmlApl, die IpApl oder die LnApl auf dem Cluster installieren wollen, filhren | CQ00274817
Sie einen zusatzlichen Schritt durch (siehe Hinweis im Schritt 1 auf Seite 69).
2013-10-07 | Die ConnectionApl ist aus Tabelle 4 auf Seite 88, “Auswahl der Features”, entfernt
worden, da die ConnectionApl nicht auf einem Cluster installiert werden darf.
2014-01-02 | Der Name “Unify” ist eingefiihrt worden.
2014-05-02 | Wenn Sie die Connection APL auf einem Satellitenrechnern installiert haben, kénnen Sie | CQ00289455
die UC-Option des Leistungsmerkmals Smart Backup & Restore nicht verwenden (siehe
unter Tabelle 8 auf Seite 154 und unter Tabelle 13 auf Seite 257).
2014-05-07 |Bei Verwendung von SIP in der IP-APL und fir Sprachkonferenzen werden zwei |P- CQ00295982
Adressen bendtigt (siehe Abschnitt 4.4.15, “Sprachkonferenzen mit SIP”, auf Seite 121).
2014-05-26 | Windows Server 2008 ohne R2 wird nicht mehr unterstitzt.
Windows Server 2012 R2 wird unterstitzt.
Die unterstitzten Betriebssysteme entnehmen Sie der Servicedokumentation
OpenScape Xpressions Freigabemitteilung (siehe Abschnitt 3.1.2, “Uberprifen der
Systemanforderungen fur den Server-PC”, auf Seite 29 und Abschnitt 7.1.2, “Uberprifen
der Systemanforderungen fir den Server-PC”, auf Seite 203).
2014-11-03 | Die Datei clusterprep.exe muss immer vor der Installation eines XPR auf einem
Cluster ausgefiihrt werden (siehe Schritt 1 auf Seite 69).
2014-11-03 | Die unterstutzten Betriebssysteme und Dialogic/Eicon-ISDN-Karten entnehmen Sie der
OpenScape Xpressions Freigabemitteilung (siehe Abschnitt 3.1.2, “Uberprifen der
Systemanforderungen fiir den Server-PC”, auf Seite 29 und Abschnitt 7.1.2, “Uberpriifen
der Systemanforderungen fur den Server-PC”, auf Seite 203).
2014-11-03 | Einfiihrung des Verzeichnisses R: \OpenScape\xprlicsvc)\ (siehe Schritt 10 auf Seite | CQ00315239
57, Schritt 2 auf Seite 280 und Schritt 3 auf Seite 283).

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung




History of Changes

A31003-S2370-J101-12-31, 11/2014
8 OpenScape Xpressions V7 Cluster Installation, Installationsanleitung



Einleitung

1 Einleitung

Das OpenScape Xpressions System (XPR) ist ein leistungsfahiges Unified-
Communications-System zur Verbesserung der internen und externen Unterneh-
menskommunikation. OpenScape Xpressions biindelt Nachrichten aus unter-
schiedlichsten Quellen Uber eine einheitliche Bedienoberflache und unterstitzt
den Anwender beim taglichen Austausch von Sprach-, Fax- und E-Mail-Informa-
tionen. Somit kénnen Anrufe, Faxdokumente, E-Mails, Voicemails und SMS-
Mitteilungen uber eine einheitliche Schnittstelle bedient und in einem benutzerei-
genen Postfach verwaltet werden.

Der Zugriff auf dieses Postfach kann flexibel Uber Telefon oder PC erfolgen. So
kann der Benutzer im Biro, von zu Hause (z.B. als Telearbeiter) oder von
unterwegs (auf Dienstreisen, beim Kunden usw.) sein XPR Postfach abrufen.

Personengruppen, die vorwiegend mit dem Mobiltelefon kommunizieren, kénnen
per Short Message Service (SMS) Uber neue Nachrichten informiert werden, sich
SMS-Nachrichten an das Mobiltelefon senden lassen, ihr Mobiltelefon auf
OpenScape Xpressions umleiten und auf samtliche Sprach-, Fax- und E-Mail-
Nachrichten zugreifen.

Der PC-Zugang auf Nachrichten im XPR System erfolgt iber IMAP4-Clients oder
auch durch die Clients der beim Kunden bereits vorhandenen E-Mail Systeme
MS-Exchange 200x, Lotus Notes oder SAP/R3.

Das XPR System vereint folgende Dienste auf einer Windows Server-Plattform
zu einem Unified-Communications-System.

e Voicemail
* Fax
 E-Mail

e SMS

e CTI

e Sprachkonferenzen

*  Webkonferenzen

¢ Kombinierte Sprach-/Webkonferenzen
* Presence

* Chat

Informationen zu den unterstitzten Windows Serverplattformen erhalten Sie in
den Release Notes zum XPR System.
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Einleitung
An wen richtet sich dieses Handbuch?

Dank seiner modularen, skalierbaren Client/Server-Architektur erlaubt diese
Lésung eine optimale Anpassung an den individuellen Kommunikationsbedarf
der Anwender. Offene Standards, Integration in bestehende Datenverarbeitungs-
und Telekommunikations-Umgebungen, universeller Zugriff auf Nachrichten per
PC und Telefon, der gesicherte Zugang via ISDN und/oder VolP, LAN und
Intranet/Internet und die vorhandenen Konvertierungsmaoglichkeiten garantieren
bereits heute Investitionssicherheit fir die Zukunft.

Bedarfsgerecht konnen Dienste, Benutzerpakete, Datenverarbeitungs-Integra-
tionen sowie Software-only-Lésungen oder zertifizierte Komplettsysteme einge-
setzt werden und damit von der kleinen Einstiegsvariante bis zu vernetzten
Kommunikationslésungen fir jeden Anspruch eine mafigeschneiderte Losung
erstellt werden.

1.1 An wen richtet sich dieses Handbuch?

Dieses Handbuch richtet sich an Systemadministratoren, die das XPR System
installieren und konfigurieren wollen. Fir das Verstandnis der beschriebenen
Funktionen und Verfahrensweisen sind Fachkenntnisse in folgenden Bereichen
erforderlich:

¢ Administration und Konfiguration des verwendeten und unterstiitzten
Betriebssystems Netzwerktechnik

* Installation und Konfiguration des XPR Systems. Diese Kenntnisse kénnen
Sie durch die Teilnahme an einem Seminar der Unify Software and Solutions GmbH & Co.1
erwerben.
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Einleitung
Bendtigte Arbeitsmittel

1.2 Benotigte Arbeitsmittel

1.2.1 Handbliicher

Halten Sie fiir die Installation und Konfiguration des XPR Systems folgende
Handblcher in elektronischer oder gedruckter Form bereit, da an einigen Stellen
auf Passagen dieser Handbuicher verwiesen wird:

¢ XPR Cluster Installation (dieses Handbuch)
e XPR Server Installation

* XPR Server Administration

e XPR Communications

¢ XPR Web Assistant

HINWEIS: Wenn Sie den Adobe Acrobat Reader verwenden, dann kdnnen Sie
mit der Tastenkombination ALT + Pfeiltaste links zu vorheringen Ansicht
wechseln und mit ALT + Pfeiltaste rechts zur nachsten Ansicht wechseln. Dies ist
sehr nitzlich, wenn Sie von einem Querverweis zuriick zur Ausgangstelle
springen mdchten.

1.3 Dokumentkonventionen

Textpassagen, die wichtige Informationen vermitteln, sind durch besonders
auffallige Symbole gekennzeichnet.

WICHTIG: Ein solcher Abschnitt weist auf Einstellungen und Arbeitsschritte hin,
die mit besonderer Sorgfalt vorzunehmen sind.

HINWEIS: Ein solcher Abschnitt kennzeichnet Textpassagen, die einen zusatz-
lichen Hinweis oder ein erganzendes Beispiel enthalten.
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Einleitung
Abkurzungsverzeichnis

1.4 Abkurzungsverzeichnis

Im Folgenden sind die verwendeten Abklirzungen in alphabetischer Form aufge-

listet.

Abkurzung

Beschreibung

ACD

Automatic Call Distributor

APL

Access Protocol Layer

ASR

Automatic Speech Recognition

BRI

Basic Rate Interface

CLA

Customer License Agent

CLC

Customer License Client

CLM

Customer License Management

CLS

Central License Server

CMP

Common Management Platform

CRM

Customer Relationship Management

CSTA

Computer Supported Telecommunication Applications

CTI

Computer Telefonie Integration

DTMF

Dual Tone Multi Frequency

ERP

Enterprise Resource Planning

GUI

Graphical User Inteface

HKLM

HKEY_LOCAL_MACHINE

HTTP

Hypertext Transfer Protocol

IDE

Integrated Device Electronics

IMAP4

Internet Message Access Protocol

IP

Internet Protocol

IVR

Interactice Voice Response

LDAP

Lightweight Directory Access Protocol

MWI

Message Waiting Indicator

POP3

Post Office Protocol

PRI

Primary Rate Interface

RPC

Remote Procedure Call

SCsI

Small Computer System Interface

SMS

Short Message Service

SMTP

Simple Mail Transfer Protocol

SOAP

Simple Object Access Protocol

SSDP

Smart Services Delivery Platform

TAPI

Telephony Application Programming Interfaces

TCP

Transmission Control Protocol

Tabelle 1

12

Verwendete Abkiirzungen
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Abkurzungsverzeichnis

TTS Text to speech

ucc Unified Communications and Collaboration
UM Unified Messaging

VM Virtual Machine

VMS Voice Mail Server

VPIM Voice Profile for Internet Mail

XML Extended Markup Language

XPR OpenScape Xpressions

Tabelle 1 Verwendete Abkiirzungen
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1.5 Datenschutz und Datensicherheit

Beim vorliegenden System werden u.a. personenbezogene Daten verarbeitet
und genutzt, z.B. bei der Gebuhrenerfassung, den Displayanzeigen, der Kunden-
datenerfassung.

In Deutschland gelten fir die Verarbeitung und Nutzung solcher personenbezo-
genen Daten u.a. die Bestimmungen des Bundesdatenschutzgesetzes (BDSG).
Fir andere Lander beachten Sie bitte die jeweiligen entsprechenden Landesge-
setze.

Datenschutz hat die Aufgabe, den einzelnen davor zu schitzen, dass er durch
den Umgang mit seinen personenbezogenen Daten in seinem Personlichkeits-
recht beeintrachtigt wird.

Ferner hat Datenschutz die Aufgabe, durch den Schutz der Daten vor Missbrauch
in ihren Verarbeitungsphasen der Beeintrachtigung fremder und eigener schutz-
wurdiger Belange zu begegnen.

HINWEIS: Der Kunde ist dafiir verantwortlich, dass das System in Uberein-
stimmung mit dem jeweils gultigen Datenschutz-, Arbeits- und Arbeitsschutzrecht
installiert, betrieben und gewartet wird.

Mitarbeiter der Unify Software and Solutions GmbH & Co. KG sind durch die Arbeitsordnung zt
Wahrung von Geschafts- und Datengeheimnissen verpflichtet.

Um die gesetzlichen Bestimmungen beim Service — ob beim “Service vor Ort”
oder beim “Teleservice” — konsequent einzuhalten, sollten Sie folgende Regeln
unbedingt befolgen. Sie wahren damit nicht nur die Interessen lhrer/unserer
Kunden, sondern vermeiden dadurch auch persénliche Konsequenzen.

Tragen Sie durch problembewusstes Handeln mit zur Gewahrleistung des
Datenschutzes und der Datensicherheit bei:

¢ Achten Sie darauf, dass nur berechtigte Personen Zugriff auf Kundendaten
haben.

* Nutzen Sie alle Méglichkeiten der Kennwortvergabe konsequent aus; geben
Sie keinem Unberechtigten Kenntnis der Kennworter, z. B. per Notizzettel.

* Achten Sie mit darauf, dass kein Unberechtigter in irgendeiner Weise
Kundendaten verarbeiten (speichern, verandern, Ubermitteln, sperren,
I6schen) oder nutzen kann.

Verhindern Sie, dass Unbefugte Zugriff auf Datentrager haben, z. B. auf Bandern,
CDs, DVDs oder anderen Installationsmedien. Das gilt sowohl fiir den Service-
einsatz, als auch fir Lagerung und Transport.

A31003-S2370-J101-12-31, 11/2014
14 OpenScape Xpressions V7 Cluster Installation, Installationsanleitung



Teil 1 - XPR Server im Cluster auf
Windows Server 2003

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung

15



16

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung



Der XPR Server im Cluster
Aufbau eines Serverclusters

2 Der XPR Server im Cluster

2.1 Aufbau eines Serverclusters

Ein Cluster ist eine Gruppe unabhangiger Rechnersysteme, die als Knoten
bezeichnet werden und als ein System zusammenarbeiten. Ziel eines Clusters ist
es, den Programmen und Ressourcen, die auf Rechnern dieser Gruppe laufen,
mit einer erhdhten Verfligbarkeit oder verbesserter Performance bereitzustellen
und Ausfallzeiten zu minimieren. Cluster kdnnen in zwei Arten eingeteilt werden:

1. Bei einem Performancecluster werden mehrere Knoten zum Zwecke der
Leistungssteigerung gegenuber einem einzelnen Server zusammengefasst.

2. In einem Verflgbarkeitscluster kann jeder Knoten im Bedarfsfall die
Aufgaben eines anderen Knotens aus dem Cluster tibernehmen. Fallt ein
Knoten wegen Wartungsarbeiten oder wegen eines technischen Defektes
aus, Ubernimmt ein anderer Knoten sofort dessen Aufgaben.

Interconnect-Verbindung

Datentrager fur
Cluster-Konfiguration
Knoten 1 und Ressourcen Knoten 2
NS
B = 5
S J &

Clientrechner

2.1.1 Knoten

Der Begriff Knoten wird in dieser Dokumentation ausschlie3lich als Synonym fur
Clusterknoten verwendet. Es wird kein Satellitenknoten darunter verstanden.

In Serverclustern kénnen bis zu acht Knoten zusammengefasst werden, auf
denen die Windows-Betriebssysteme zum Einsatz kommen.

A31003-S2370-J101-12-31, 11/2014
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2.1.2 Virtueller Server

Ein virtueller Server ist ein Dienst, dessen Verflgbarkeit oder Performance durch
ein Cluster gesteigert wird. Dieser Server ist wird durch seine IP-Adresse (siehe
Abschnitt 3.3.1, “Neue IP-Adresse als Ressource anlegen”, auf Seite 35) und
seinen Netzwerknamen (siehe Abschnitt 3.3.3, “Neuen Netzwerknamen als
Ressource anlegen”, auf Seite 41) gebildet und eindeutig identifiziert, die als
Ressourcen bekannt gemacht werden missen. Ein virtueller Server ist keine
Hardware. Die Ressourcen eines virtuellen Servers werden typischerweise zu
einer Gruppe zusammengefasst. Dies ist aber nicht zwingend notwendig.

Ein virtueller Server istim Windows Explorer unter My Network Places > Entire
Network > Microsoft Windows Network > <Domanenname> sichtbar.

HINWEIS: Fir einen XPR auf einem Windows-Cluster sind insgesamt sechs IP-
Adressen von Bedeutung.

- IP-Adresse des Clusters

- Je eine IP-Adresse der beiden Knoten fir die interne Clusterverbindung (Inter-
connect)

- IP-Adresse des virtuellen Servers

- Je eine IP-Adresse fiir die beiden Knoten

Die IP-Adresse des Clusters wird angezeigt, wenn man im linken Bereich des
Cluster Administrators auf Groups > Cluster Group klickt, dann auf die
Ressource vom Typ IP Address im rechten Bereich doppelt klickt und dann auf
die Registerkarte Parameters klickt.

Die Ressource vom Typ IP Address flr den virtuellen Server wird in Abschnitt
3.3.1, “Neue IP-Adresse als Ressource anlegen”, auf Seite 35 erstellt.

2.1.3 Ressourcen

Der Begriff Ressource wird in dieser Dokumentation ausschlief3lich als Synonym
fur Clusterressource verwendet.

Jede physikalische oder logische Komponente eines virtuellen Servers, die durch
das Cluster in der Verfugbarkeit oder in der Performance gesteigert werden soll,
muss im Cluster Administrator (s. u.) als Ressource eingerichtet werden. Jede
Ressource ist von einen Typ, zum Beispiel

1. Physikalische Festplatte
2. Freigabe

3. IP-Addresse
4

Netzwerkname
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5. Allgemeiner Dienst

6. Allgemeine Applikation

Jede Ressource hat die folgenden Eigenschaften:

1. Eine Ressource kann online oder offline geschaltet werden.
2. Ressourcen kdnnen in einem Servercluster verwaltet werden.

3. Ressourcen missen in Gruppen (vgl. Abschnitt 2.1.7, “Clusterkommuni-
kation”, auf Seite 21) zusammengefasst werden, die keine Clustergruppen
sind.

4. Eine Gruppe, und damit auch die durch sie zusammengefassten
Ressourcen, kénnen nur einem Knoten innerhalb eines Clusters zugewiesen
werden. Wird eine Ressource dieser Gruppe online geschaltet, wird sie nur
auf diesem Knoten online geschaltet.

Ressourcen kdnnen unabhangig voneinander verwendet werden, oder mit
Abhangigkeiten voneinander versehen werden, d. h. fiir den Betrieb einer abhan-
gigen Ressource ist zuvor der Betrieb einer anderen Ressource erforderlich.
Diese Abhangigkeiten wirken sich auf das Online- und Offline-Schalten von
Ressourcen aus. Ein Beispiel:

Eine Ressource vom Typ Network Name ist von einer weiteren Ressource
vom Typ IP Address abhangig.

Beim Online-Schalten der Ressource vom Typ Network Name muss deshalb
vorher die Ressource vom Typ IP Address online sein, andernfalls wird auch
die Ressource vom Typ Network Name nicht online geschaltet.

Beim Offline-Schalten der Ressource vom Typ IP Address wird zuvor die
Ressource vom Typ Network Name offline geschaltet, weil diese von der
Ressource vom Typ IP Address abhangig ist.

Die Zuordnung von Ressourcenabhangigkeiten ist zwingend erforderlich, sobald
eine Ressource von einer anderen direkt abhangig ist. Aber auch bei nicht
zwingend erforderlichen Abhangigkeiten kann es gegebenenfalls sinnvoll sein,
diese Abhangigkeiten einzurichten, um nicht direkt abhangige Ressourcen an die
Funktion anderer zu koppeln.

Eine Ressource kann nur von einer anderen Ressource derselben Gruppe
abhangig sein.

2.1.4 Quorumressource

In jedem Cluster ist eine Ressource als Quorumressource (Voting Disk) definiert,
mit der Konfigurationsdaten zur Wiederherstellung und Einhaltung der Datenin-
tegritat des Clusters verwaltet werden. Diese Quorumressource muss physikali-
schen Speicherplatz bereitstellen, und ist deshalb ein physikalisches Laufwerk in
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einer Gruppe (Quorumlaufwerk). Auf diesem Quorumlaufwerk werden alle
aktuellen Cluster-Konfigurationsdaten und Ressourceninformationen festge-
halten.

Wenn die interne Clusterverbindung (Interconnect) unterbrochen wird, kénnen
zwei Knoten oder Knotengruppen voneinander isoliert werden. In dieser Situation
(Split-Brain-Situation) werden beide Knoten versuchen, den gesamten Cluster
darzustellen. Da aber nur jeweils ein Knoten aktiv sein darf, entscheidet die
Quorumressource, welchem der beiden Knoten die Ressourcen zugeordnet
werden.

Wird ein Knotenwechsel durchgefihrt (vgl. Abschnitt 2.1.9, “Failover und
Failback”, auf Seite 22), speichert die erste Instanz des Clustermanagers
zunachst alle notwendigen Informationen auf dessen Laufwerk ab. Erst dann wird
der Knotenwechsel durchgefihrt und die zweite Instanz des Clustermanagers
liest die aktuellen Konfigurationsdaten vom Quorumlaufwerk und startet die
Ressourcen neu.

2.1.5 Gruppen und Clustergruppe

Eine Gruppe fasst mehrere Ressourcen zu gréReren logischen Einheiten
zusammen. Es werden typischerweise die Ressourcen eines virtuellen Servers
zu einer Gruppe zusammengefasst, was aber nicht zwingend der Fall sein muss.
Diese Gruppen definieren die Einheiten fur ein Failover oder Failback (vgl.
Abschnitt 2.1.9, “Failover und Failback”, auf Seite 22). Fallt eine der Ressourcen
aus, werden vom Clusterdienst automatisch alle Ressourcen auf einen anderen
Knoten verschoben und dort neu gestartet.

Eine Gruppe kann nur jeweils einem Knoten zugeordnet werden, und eine
einzelne Ressource nur jeweils einer Gruppe. Durch diese Beziehungen wird
sichergestellt, dass alle Ressourcen einer Gruppe immer auf demselben Knoten
aktiv sind.

Eine Clustergruppe ist eine spezielle Gruppe. Sie umfasst die Ressourcen des
Clusterdienstes und besteht nur aus einer Ressource vom Typ IP Address, einer
Ressource vom Typ Network Name und einer Ressource vom Typ Physical Disk.

HINWEIS: Weiter unten (siehe Schritte 3 und 4 auf Seite 155) wird erklart, wie
Ressourcen angelegt und Gruppen zugewiesen werden. Weisen Sie diese
Ressourcen nicht der Clustergruppe zu, da dann Microsoft keinen Support leistet.
AuRerdem mussten bei einem Failover oder Failback neben den erstellten
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Ressourcen auch die in der Clustergruppe schon standardmaRig vorhandenen
Ressourcen von einem Knoten auf den anderen Knoten verschoben werden.
Dies verlangsamt einen Failover bzw. Failback.

HINWEIS: Die Clustergruppe tragt per Vorbelegung den Namen Cluster Group.
Andern Sie den Namen nicht, damit sie immer sofort als Clustergruppe erkennbar
ist.

HINWEIS: Neben der Clustergruppe und der Gruppe flir den XPR-Server dirfen
noch weitere Gruppen, zum Beispiel fur einen Exchange Server existieren. Dies
wird aber nicht empfohlen.

Per Vorbelegung sind zwei Gruppen vorhanden, Cluster Group und Group0.

2.1.6 Clusterdienst und Clustermanager

Auf jedem Knoten lauft ein Clusterdienst, der alle Funktionen des Knotens, der
Gruppen und Ressourcen innerhalb des Clusters steuert und mit den Cluster-
diensten aller weiteren Knoten kommuniziert. Der Clusterdienst bildet zusammen
mit anderen Komponenten wie Cluster-Netzwerktreiber, Cluster-Festplatten-
treiber, Ressourcenmonitoren, usw. den Clustermanager.

2.1.7 Clusterkommunikation

Alle Knoten sind untereinander Gber eine oder mehrere, physikalisch
unabhangige Netzwerkverbindungen (Interconnect) miteinander verbunden.
Uber diese Verbindung tauschen die Knoten spezielle Nachrichten aus, mit
denen die Ubertragung von Ressourcen zu einem bestimmten Zeitpunkt
ausgeldst werden kann. Die Kommunikation mit dem Client-Netzwerk erfolgt
Uber eine von der Interconnect-Verbindung getrennte Netzwerkschnittstelle.

Jeder Knoten hat Zugriff auf Speichergerate, die sinnvollerweise durch RAID
gegen Ausfalle einzelner Platten gesichert sind. Auf diesen Datentragern sind die
gesamten Ressourcen- und Konfigurationsdaten des Clusters gespeichert.
Dadurch erhalt jeder Knoten Zugriff auf die gesamten Daten der Clusterkonfigu-
ration.

Es kann aber immer nur eine Instanz des Clustermanagers Zugriff auf einen
Datentrager haben. Sofern keine Hardwareausfalle vorliegen, kann der Besitz
eines Datentragers aber jederzeit automatisch (zum Beispiel bei einem Fehler)
oder manuell (zum Beispiel bei einem Wartungsvorgang) auf eine andere Instanz
Ubertragen werden.
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2.1.8 Clusterverwaltung

Die Knoten werden von einem zentralen Rechner mittels einer Clusterverwal-
tungssoftware (Cluster Administrator) verwaltet, die entweder selbst auf einem
der Knoten oder auf einem anderen Rechner aulierhalb des Clusters betrieben
wird und die einzelnen Knoten remote verwalten kann.

5 Cluster Administrator - [BIGCL (bigcl)] 18] x|

) Fle vew Window Help =181x|

8| 2la| X6 B |
-85 BlaCL

£ Growps

HE Cluster Group
Group O

[ State [ owiner [ Resource Type | Description [
Online BIGCLENI Physical Disk

+{_] Resaurces
=0 Cluster Configuration
t L] Resource Types
f @[] Metworks
1 [ Metwork Interfaces
Bl g BIacLkn
. [0 Active Groups
© [ Active Resources
i+ L] Metwork Interfaces
) BIGCLKNZ
(] Active Groups
* [ Active Resources
£.(21 Metwork Interfaces

Far Help, press F1 [ om

Das Bild zeigt die Gruppe Group0 eines Clusters. Sie beinhaltet durch Vorbe-
legung eine Festplatte R:. Dies ist das Clusterlaufwerk. Im Ordner Groups sind
alle Gruppen aufgelistet. In einem Gruppenordner sind alle Ressourcen dieser
Gruppe aufgelistet. Im Ordner Resources sind alle Ressourcen unabhangig von
einer Gruppenzugehdrigkeit aufgelistet.

Im Ordner Cluster Configuration > Resource Types sind alle Ressourcentypen
zu finden. Der Ordner Cluster Configuration > Networks > Cluster listet interne
Clusterverbindungen (Interconnect) und ihren Eigenschaften auf, wohingegen
Cluster Configuration > Networks > Client die Netzwerkschnittstellen zum
Clientnetzwerk und ihre Eigenschaften auflistet. In Cluster Configuration >
Network Interfaces ist beides unabhangig von der Aufteilung in interne und
externe Kommunikation zu finden.

2.1.9 Failover und Failback

Wenn bei einer Ressource in einem Servercluster ein Fehler auftritt, versucht der
Clusterdienst, die Ressource zunachst auf demselben Knoten erneut zu starten.
Falls dies nicht gelingt, werden die Ressourcen der Anwendung zu einem
anderen Knoten innerhalb des Serverclusters verschoben und dort neu gestartet.
Dabei werden zunachst alle Ressourcen auf dem ersten Knoten offline
geschaltet, die Gruppe dann auf den zweiten Knoten verschoben und
anschlielend unter Berlicksichtigung der eingestellten Abhangigkeiten wieder
online geschaltet. Dieser Vorgang wird als Failover bezeichnet.

Wenn ein Knoten, auf dem Ressourcen aktiv sind, inaktiv wird, fuhrt der Cluster-
dienst ein Failover durch und Ubertragt alle Anwendungen und Ressourcen auf
einen anderen Knoten. Wenn der urspringlich verwendete Knoten wieder aktiv
ist, kann der Clusterdienst ein automatisches Failback ausflihren.
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2.1.10 Weiterfuhrende allgemeine Informationen zu
Serverclustern

Weiterfuhrende allgemeine Informationen zum Thema Servercluster finden Sie in
der Windows-Produktdokumentation oder im TechNet-Bereich auf der Website
der Firma Microsoft.
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2.2 XPR Server Installation im Cluster

Bei der XPR Server Installation im Cluster missen einige Besonderheiten
beachtet werden:

1.

24

Der XPR Server im Cluster lauft immer in einem Verfligbarkeitscluster, d. h.
es kann immer nur ein Knoten als XPR Server arbeiten.

Die Installation eines Serverclusters ist nicht Bestandteil dieser Dokumen-
tation und obliegt dem Kunden im Vorfeld der XPR Server Installation. Setzen
Sie sich deshalb rechtzeitig mit dem Netzwerkadministrator oder der IT-
Abteilung in Verbindung, um die notwendigen Anforderungen an die IT
Systeme und die technischen Mdglichkeiten bereits vor der Installation
abzuklaren (vgl. Abschnitt 3.1, “Checkliste zur Vorbereitung der XPR Server
Installation”, auf Seite 27).

Waéhrend der Installation mussen die XPR Server Konfiguration und
verschiedene Ressourcen auf jedem weiteren Knoten des Clusters repliziert
werden. Dieser Vorgang erfordert, dass einzelne Knoten wahrend der Instal-
lation offline geschaltet werden, bzw. einzelne Serverdienste temporar
deaktiviert werden. Stellen Sie deshalb sicher, dass der laufende Betrieb
durch den Installationsablauf nicht gefahrdet wird.

Aus Verfuigbarkeitsgrinden kdnnen einige Systemkomponenten des XPR
Servers, die bei einer Einzelinstallation lokal installiert werden kénnen, nicht
auf einem der Knoten installiert werden, sondern missen auf einem oder
mehreren Satellitensystemen untergebracht werden.

a) Damit die Kommunikationshardware (ISDN-Karten, Kommunikationsan-
lagen, usw.) auch die erhohte Verflugbarkeit der Clusterinstallation des
XPR Servers unterstiitzt, dirfen diese Komponenten nicht auf einem
Knoten installiert werden. Die vom XPR Server unterstiitzte Kommunika-
tionshardware muss auf einem oder mehreren redundanten Satelliten-
systemen installiert werden.

Eine IP-APL kann parallel zu einer ISDN-APL auf einem Rechner
betrieben werden.

b) Samtliche externen Zusatzkomponenten wie z.B. Client-Module, Schnitt-
stellen, usw. durfen nicht zur Installation auf dem Cluster ausgewahlt
werden, sondern werden auf Satellitensystemen installiert.
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5. Die Installation des XPR Servers im Cluster erfordert, dass einige Kompo-
nenten lokal auf jedem Knoten ausgefiihrt bzw. installiert und diese Knoten
wahrend der Installation neu gestartet werden. Stellen Sie deshalb im Vorfeld
sicher,

a) dass Sie direkten Zugang zu den einzelnen Knoten erhalten,

b) dass Sie ein Installationsmedium an die Knoten anschlieRen konnen oder
die Knoten Uber das Netzwerk Zugriff auf die Installationsdaten erhalten,

c) dass jeder Knoten, auf dem der XPR Server installiert werden soll, im
laufenden Betrieb neu gestartet werden kann und der laufende Betrieb
des Clusters dadurch nicht unterbrochen wird.

6. Auf den beiden Clusterknoten durfen die folgenden Programme zwar lokal
auf den Knoten installiert werden, nicht jedoch auf dem Cluster:

a) Client License Management (CLM)

b) Crystal Reports

WICHTIG: Beachten Sie, dass fiir jeden Knoten eine Lizenz zu erwerben
ist.

c) Business Intelligence and Reporting Tool (BIRT)
d) Sprachsynthese (TTS)

e) Automatische Spracherkennung (ASR)

HINWEIS: TTS und ASR sind nur fir bestimmte Betriebssysteme und

nur auf realer Hardware oder auf VMware ESX 4.0 freigegeben. Welche
Betriebssysteme zugelassen sind entnehmen Sie bitte der OpenScape

Xpressions Freigabemitteilung.

f) ACD Supervisor
g) Application Builder

7. Die folgenden Programme bzw. Dienste sind weder auf dem Cluster noch
lokal auf den Knoten installierbar:

a) Connection APL
« UCC
*  Webkonferenz-Server
* PostgreSQL-Datenbank
¢ Microsoft SQL Server 2005 Express
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9.

e optiClient 130 Web

b) Smart Services Delivery Platform (SSDP; siehe das Verzeichnis
XpressionsInstall\Addon\Misc\SSDP\ auf dem Installations-
medium)

Tabelle 7 auf Seite 150 zeigt die XPR Dienste, die in jedem XPR Server auf
Windows Server 2003 R2 mit SP2 Enterprise Edition im Cluster obligatorisch
sind oder optional vorhanden sein kénnen.

WICHTIG: Beachten Sie, dass in dieser Tabelle zwischen Diensten mit
genereller Verfligbarkeit und eingeschrankter Verfigbarkeit unterschieden
wird (siehe auch den Hinweis vor Tabelle 7 auf Seite 150).

Tabelle 8 auf Seite 154 zeigt die nicht auf einem Windows-Cluster installier-
baren XPR Dienste.

WICHTIG: Alle weder in Tabelle 7 auf Seite 150 noch in Tabelle 8 auf Seite
154 erwahnten APLs durfen nur nach einer projektspezifischen Freigabe auf
dem Cluster installiert werden.

Wenn Sie die Applikationskonvertierung nicht mit Ghostscript sondern mit
Microsoft Office durchfiihren, miissen Sie Microsoft Office auf beiden Knoten
installieren. Bedenken Sie, dass Sie daflir zwei Lizenzen bendtigen.
Beachten Sie bitte auch die Informationen zur Applikationskonvertierung mit
Microsoft Office im Handbuch OpenScape Xpressions Server Administration.
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3 Vorbereitungen zur Erstinstallation

3.1 Checkliste zur Vorbereitung der XPR Server Installation

Schritt

Seite 27

1. Abschnitt 3.1, “Checkliste zur Vorbereitung der XPR Server Installation”, auf

Abschnitt 3.2, “Funktion des Clustersystems prifen”, auf Seite 34

auf Seite 34

Abschnitt 3.3, “Neue Ressourcen fur den XPR Server im Cluster anlegen”,

Thema

Beschreibung

Vom Kunden zur Verfiigung zu stellende Informationen:

IP-Einstellungen

Adresse, Gateway, DNS-Server und eventuell die Adressen der
VolP-Server

Kennworte

Lokal und Domane

Faxdokumententyp

Welche Dokumententypen werden als Fax gesendet (entspre-
chende Konvertierungs-Software ist bereitzustellen)?

Rufnummernplan

Der mit dem Kunden abgestimmte Rufnummernplan muss
vorliegen.

Check des Clustersystems vor Installation der Software:

Hardware

Die verwendete Hardware muss vom Hersteller des Betrieb-
systems getestet und freigegeben worden sein. Beachten Sie
hierzu den Hinweis in Abschnitt 3.1.1, “Hardwareumgebung am
Aufstellungsort”, auf Seite 28. Entfernen Sie Uberflissige
Hardware aus dem Server-PC (z.B. Soundkarten).

Betriebssystem
(Konfiguration)

Siehe Abschnitt 3.1.3, “Uberpriifung der Windows-Server-2003-
Einstellungen”

LAN-Einbindung

Prifen Sie die korrekte Einbindung des Server-PCs in das
Kunden-LAN.

Clustervorbereitung

Priifen Sie, ob die Ressourcen (IP-Adresse und Netzwerkname)
fur den zu installierenden XPR Server bereits existieren. Falls
nicht, legen Sie diese neuen Ressourcen nach Ricksprache mit
dem Netzwerkadministrator des Netzwerkes an (siehe Abschnitt
3.3, “Neue Ressourcen fur den XPR Server im Cluster anlegen”,
auf Seite 34).

Sonstiges

Beenden Sie vor der Installation der Software alle im Hintergrund
laufenden Applikationen (z.B. Antiviren-Programme). Nach erfolg-
reicher Installation kénnen diese Applikationen wieder gestartet
werden.
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3.1.1 Hardwareumgebung am Aufstellungsort

WICHTIG: Die verwendete Hardware muss vom Betriebssystemhersteller
getestet und freigegeben worden sein. Informationen zu getesteter und freigege-
bener Hardware finden Sie unter folgender Adresse:

http://www.windowsservercatalog.com/default.aspx

Folgen Sie hier dem Link Cluster Solutions in der Spalte Hardware testing
status.

Bevor die eigentliche Inbetriebnahme begonnen wird, stellen Sie sicher, dass die
notwendige Hardwareumgebung am Aufstellungsort verfligbar ist. Im einzelnen
sind dies:

e Ein vom Kunden vorab installiertes und betriebsbereites Windows-Server-
2003-Clustersystem mit mindestens zwei Knoten.

* Zugang zu einer Administrationsstation fur das Clustersystem
* Verkabelte LAN-Anschlussdosen und LAN-Kabel

» Zuséatzliche Netzanschlisse 230V (USA: 110 V) fur zusatzlich benétigte
Hardware, wie z.B. einen Protokolltester oder ein externes Installations-
medium.

Ausfuhrliche Informationen zur Inbetriebnahme und Montage des Kommunikati-
onssystems auf einem Satellitensystem erhalten Sie im jeweiligen Service-
handbuch.
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3.1.2 Uberpriifen der Systemanforderungen fiir den
Server-PC

WICHTIG: Die Installation im Clustersystem setzt voraus, dass die erforderliche
Kommunikationshardware auf dem Windows-Cluster oder einem Satelliten-
system installiert ist.

Beachten Sie, dass, wie in Punkt 8 auf Seite 26 erwahnt und in Tabelle 7 auf Seite
150 naher beschrieben, zwischen genereller und eingeschrankter Verfiigbarkeit
unterschieden wird.

PC-Hardware/Software (Neuinstallationen)

Es sollten folgende Mindestanforderungen erfillt sein:
* Prozessor

¢ Intel Pentium 4 (oder kompatibel) (Xeon Prozessor und Dual-Core-
System), mindestens 2 GHz .

* Arbeitsspeicher
e 2 GB (Empfehlung: 4 GB)
e BeiEinsatzvon TTS

e zusatzliche 100 MB pro installierter TTS-Stimme von Nuance
Vocalizer for Networks 5 und

e zusatzliche 2 MB pro Kanal,
mindestens jedoch zusatzlich 1024 MB
* Bei Einsatz von ASR zusatzlich 512 MB
* Festplatten

2 Festplatten mit jeweils mindestens 100 GB auf Clusterlaufwerk

WICHTIG: Stellen Sie sicher, dass die Partition, auf der die XPR-Server-
software installiert wird, mindestens 10 GB groR ist. Der Zielpfad darf
aullerdem keine Leerzeichen (z. B. r\OpenScape Xpressions\xpr) enthalten!
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Datenverfiigbarkeit

Sie ist in der Regel als RAID-Laufwerk im Cluster vorhanden

WICHTIG: Ein Cluster ist kein Ersatz fir Datensicherung. Es ist dringend
empfohlen, das Cluster vollstandig in eine Datensicherungsstrategie zu
integrieren.

USB-Anschluss

Er dient zur Installation des OpenScape Xpressions-Systems von einem
Installationsmedium, z. B. einer externen Festplatte.

LAN
Ethernet 100 Base T oder Gigabit

¢ Die Netzwerkkarte muss mit dem LAN verbunden sein, um ein fehler-
freies Starten des XPR Servers zu gewahrleisten.

¢ Die Einstellungen der Netzwerkkarte miissen denen des Routers/HUB
entsprechen.

* Es muss ein MS Loopback Adapter installiert sein (siehe Handbuch
OpenScape Xpressions Server Installation).

WICHTIG: Beim Wechseln der Netzwerkkarte oder Verandern der Konfigu-
ration (Hardware) ist unbedingt die verwendete MAC-ID zu kontrollieren, da
sich gegebenenfalls die MAC-ID andert und eine neue Lizenzdatei erzeugt
werden muss. In diesem Fall wird die alte MAC-ID gesperrt und es kdnnen
keine Lizenzdateien mehr fir diese MAC-ID erzeugt werden. Ebenfalls ist
eine Erweiterung der Lizenzen fir diese MAC-ID nicht mehr méglich.

Betriebssysteme

Die unterstltzten Betriebssysteme entnehmen Sie der Servicedokumen-
tation OpenScape Xpressions Freigabemitteilung.

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung



Vorbereitungen zur Erstinstallation
Checkliste zur Vorbereitung der XPR Server Installation

¢ Protokolistack

Korrekt konfigurierter TCP/IP-Protokollstack

WICHTIG: Die Installation eines XPR-Systems auf substituierten Laufwerken ist
nicht moglich, da das Installationsprogramm dabei die bendétigten Verzeichnisfrei-
gaben des XPR-Systems nicht erzeugen kann.

WICHTIG: Eine Installation des XPR-Systems auf einem Domanencontroller ist
nicht gestattet.

WICHTIG: Es ist nicht gestattet, einen XPR auf einem Rechner zu installieren
auf dem ein ComAssistant installiert ist. Es ist dabei unerheblich, ob der XPR in
den ComAssistant integriert ist oder nicht.

ISDN-Karten von Dialogic/Eicon

WICHTIG: Beachten Sie, dass, wie in Punkt 8 auf Seite 26 erwahnt und in
Tabelle 7 auf Seite 150 naher beschrieben, zwischen genereller und einge-
schrankter Verfugbarkeit unterschieden wird.

WICHTIG: Dialogic benutzt manchmal verschiedene Versionsnummern fur
dieselbe Karte, zum Beispiel ist fir eine Karte eine Versionsnummer in der
Hardwarebeschreibung angegeben, im Dialogic Diva Configuration Manager
wird aber fir dieselbe Karte eine andere Versionsnummer angegeben. Die in
dieser Anleitung fir XPR V7 verwendeten Versionsnummern von Dialogic-ISDN-
Karten sind immer die Versionsnummern, die im Dialogic Diva Configuration
Manager angegeben werden!

Die unterstitzten Dialogic/Eicon-ISDN-Karten entnehmen Sie der OpenScape
Xpressions Freigabemitteilung.

Ein Mischbetrieb verschiedener BRI- oder PRI-Karten sowie ein Mischbetrieb
von BRI- und PRI-Karten in einem Serverrechner sind nicht freigegeben.

WICHTIG: Beim Einsatz von mehr als 3 Dialogic/Eicon-4BRI-Karten in Zusam-
menhang mit CorNet-T kann es zu fehlerhaften Verbindungen bei einer Rufwei-
terleitung kommen. Beachten Sie den Workaround in Abschnitt C.6, “Hicom
300H/CorNet-T Installation”, auf Seite 318.

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 31



Vorbereitungen zur Erstinstallation
Checkliste zur Vorbereitung der XPR Server Installation

32

3.1.3 Uberpriifung der Windows-Server-2003-Einstel-
lungen

¢ Rechnername

WICHTIG: Der Name des Rechners, auf dem der XPR installiert wird, darf
nicht langer als 15 Zeichen sein.

* Festplatteneinrichtung

Die Clusterinstallation der XPR Software erfolgt auf einem Clusterlaufwerk.
Stellen Sie sicher, dass die verfligbare Plattengrof3e des Clusterlaufwerks
mindestens 10 GB betragt. Auf diesem Laufwerk werden die XPR Software,
Benutzerdaten und Mailboxen genutzt, sowie die zur Replikation des Cluster-
systems notwendigen System- und Registry-Daten gespeichert.

Stellen Sie sicher, dass die Partition eine NTFS-Partition ist, um die erhdhten
Sicherheitsmechanismen und die Erweiterbarkeit nutzen zu konnen.

¢ Optimierung des physikalischen Speichers

Windows Server 2003 R2 mit SP2 Enterprise Edition ist normalerweise auf
maximalen Durchsatz als Dateiserver optimiert. Fiir einen XPR Server wird
jedoch deutlich weniger Speicher fur den Diskcache bendtigt. Wahlen Sie
dazu Start > Settings > Network Connections > LAN-Connection >
Properties > File and Printer Sharing for Microsoft-Networks >
Properties die Option Perform Load Balancing.

¢  Windows DHCP-Dienst

Stellen Sie sicher, dass der Windows eigene DHCP-Dienst beendet und
deaktiviert ist.

* Licence-Logging-Dienst
Stellen Sie sicher, dass der Dienst Licence Logging beendet und deaktiviert
ist.

* SMTP-Dienst

Entfernen Sie den SMTP-Dienst von Windows Server 2003 R2 mit SP2
Enterprise Edition, da der XPR Server eine eigene SMTP-Anbindung bietet,
die mit dem Dienst von Windows Server 2003 in Konflikt kommt. Deinstal-
lieren Sie den Dienst Giber Start > Settings > Control Panel > Add or
Remove Programs > Add/Remove Windows Components > E-mail-
Services > Next.

* Internet Information Service (lIS)
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Der IIS und die WEB-APL benutzen beide den Port 80. Setzen Sie den IIS-
Dienst deshalb auf die Startart Manual.

WICHTIG: Bei der Neuinstallation eines Serverbetriebssystems empfehlen
wir, den |IS nicht zu installieren. Wenn der 1IS einmal auf dem Server instal-
liert wurde, darf er nicht mehr deinstalliert werden!

* Netzwerkanbindung

Die Anbindung des Computers, auf dem das XPR System installiert werden
soll, in ein LAN muss vor der Installation der XPR Software geschehen, da
andernfalls die Netzwerkdienste vom Betriebssystem nicht gestartet werden.

Wenn Sie einen Netzwerkadapter ersetzen, muss eine neue Lizenz fur die
MAC-Adresse des neuen Netzwerkadapters erzeugt werden. Um dies durch-
fuhren zu kénnen, muss die MAC-Adresse des alten Netzwerkadapters
ebenfalls bekannt sein.

* DHCP-Client

Stoppen und deaktivieren Sie den DHCP-Client in der Diensteverwaltung
unter Start > Programs > Administrative Tools > Services.

¢ Antiviren-Software

Deaktivieren Sie wahrend der Installation die Antiviren-Software, um
mogliche Fehler bei der Installation zu vermeiden.

* Lizenzprotokollierung

Stoppen und deaktivieren Sie den Dienst License Logging in der Dienste-
verwaltung unter Start > Programs > Administrative Tools > Services.
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3.2 Funktion des Clustersystems prufen

Bevor Sie den XPR Server installieren, stellen Sie sicher, dass der dazu vorge-
sehene Server im Clustersystem ordnungsgemal installiert und betriebsbereit
ist. Die Funktion des Clustersystems Uberpriifen Sie mit dem Cluster Admini-
strator von einem Knoten aus. Gehen Sie dazu wie folgt vor:

1.

Offnen Sie den Cluster Administrator (iber Start > Programs > Adminst-
rative Tools > Cluster Administrator.

Offnen Sie eine Verbindung zum Cluster mit File > Open Connection oder
klicken Sie das entsprechende Symbol in der Symbolleiste des Cluster
Administrators.

& Cluster Administrator - [BIGCL {bigel)] & x|

) Fle Yew Window Help == x|

%] Gla)| x| B 2|

BIGCL

[ state Cwner [ Resource Type | Description [

- srovps 0 sk s Orline BIGCLEMI Physical Disk.
: Cluster Graup

onfiguration
++{1 Resource Types

(20 Network Tnkerfaces
BIGCLKNL

(1 Active Groups

+(] Active Resources

(0 Network Interfaces
18] BIGCLKNZ

[ Active Groups

1-(1] Active Resources

ree:
“{L1) Network Interfaces

For Help, press FL [ o

Wabhlen Sie im Feld Action die Aktion Open connection to cluster aus.

Wabhlen Sie im Feld Cluster or server name den Rechnernamen des virtu-
ellen Servers, auf dem XPR installiert werden soll. Wird kein Rechnername
angezeigt, klicken Sie auf Browse, um einen Rechnernamen auszuwahlen.
Bitte fragen Sie den Netzwerkadministrator nach den entsprechenden
Vorgaben.

Klicken Sie auf die Schaltflache OK, um die Verbindung zum Cluster zu
offnen.

Im linken Bereich des Cluster Administrators werden die Clustergruppe und
die dazugehdrigen Knoten angezeigt.

Fihren Sie jetzt einen Wechsel des Clusters auf einen anderen Knoten aus.

a) Klicken Sie mit der rechten Maustaste im linken Bereich des Cluster
Administrators auf die Gruppe fiir den zu installierenden XPR Server.

b) Wahlen Sie im Kontextmeni den Menutpunkt Move Group aus.

3.3 Neue Ressourcen fur den XPR Server im Cluster anlegen

Wenden Sie sich an den zustandigen Netzwerkadministrator, um die IP-Adresse,
Netzwerkinformationen und den Clusternamen des zu benutzenden XPR
Servers zu erfahren.

34

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung



Vorbereitungen zur Erstinstallation
Neue Ressourcen fur den XPR Server im Cluster anlegen

3.3.1 Neue IP-Adresse als Ressource anlegen

Falls vom Netzwerkadministrator bereits eine IP-Adresse fir den XPR Server im
Cluster festgelegt wurde, kdnnen Sie diesen Abschnitt Gberspringen und mit
Abschnitt 3.3.2, “Test der neuen IP-Adresse im Clustersystem”, auf Seite 39
fortfahren. Falls noch keine IP-Adresse fir den XPR Server im Cluster angelegt
wurde, missen Sie die nachfolgend beschriebenen Schritte 1 bis 17 durchfiihren.

Eine neue Ressource vom Typ IP Address wird bendtigt, um zusammen mit einer
Ressource vom Typ Network Name einen virtuellen Server zu bilden, auf dem
XPR lauft. Dieser virtuelle Server macht XPR vom Netzwerk aus zuganglich.

1. Klicken Sie im Cluster Administrator mit der rechten Maustaste auf das
Ordnersymbol mit der Gruppe fir den XPR Server. Wahlen Sie im
Kontextmenu den Menipunkt New > Resource oder aus dem Hauptmend
File den Menlpunkt New > Resource aus.

Der Dialog New Resource wird gedffnet.

New Resource

Mame: ||

Description: I

Fesource type: I Generic Application

|
|

Group: I Groupl

[~ Bun this resource in a separate Resource Monitor

To continue, click Next.

< Back | (= | Cancel I

2. Geben Sie im Feld Name einen eindeutigen Namen fir die neue Ressource
IP-Adresse an.

3. Optional: Geben Sie im Feld Description eine eindeutige Beschreibung fiir
die neue Ressource /P-Adresse an.

4. Wabhlen Sie im Drop-down-Menl Resource type die Option IP Address aus.

5. Wahlen Sie im Drop-down-Meni Group die Gruppe aus, in der der XPR
Server installiert werden soll.

HINWEIS: Weisen Sie die Ressource nicht der Clustergruppe zu.

6. Lassen Sie die Option Run this resource in a separate Resource Monitor
frei.
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Klicken Sie auf die Schaltflache Next.

Der Dialog Possible Owners wird angezeigt.

|. IP el Res

Possible owners are nodes in the cluster on which this rezource can be brought online.
Specify the possible owners for this rezource,

Ayailable nodes: Possible owners:
Mame I Mame I
Al | &0 BIGCLKN1
BIGCLENZ
<- Bemove |

< Back I Mest » I Cancel |

Wahlen Sie aus der Liste Available nodes die Knoten aus, auf denen XPR
im Clusterbetrieb laufen soll. Dies sind die Knoten, die fiir die XPR Installation
verwendet werden.

a) Markieren Sie in der Liste Available nodes den gewlinschten Knoten.

b) Klicken Sie auf die Schaltflache Add->, um die ausgewahlten Knoten in
die Liste Possible owners zu verschieben.

c) Wenn Sie einen Knoten aus der Liste Possible owners entfernen wollen,
selektieren Sie diesen Knoten in der Liste und klicken Sie auf die Schalt-
flache <-Remove.
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9. Kiicken Sie auf die Schaltflache Next, wenn Sie alle erforderlichen Knoten
ausgewahlt haben.

Der Dialog Dependencies wird getffnet.

IP Ad Fres

Dependencies are resources which must be brought online by the cluster service first.
Specify the dependencies for this resource.

Awailable rezources: Fiesource dependencies:
Fesource | Fiesour Fesource | Fiesc
DiskP: ] Physicel | &ads |
<- Bemove |
D b Hi—

< Back I Mest » I Cancel |

10. Die IP-Adresse ist eine grundlegende Eigenschaft eines Servers im Cluster
und ist von keiner weiteren Ressource abhangig. Stellen Sie sicher, dass
keine Abhanigkeiten in der Liste Resource dependencies eingetragen sind.
Gehen Sie folgendermalien vor, um eventuell vorhandene Abhangigkeiten
aus dieser Liste zu entfernen:

a) Markieren Sie einen Eintrag in der rechten Liste.
b) Klicken Sie auf die Schaltflaiche <-Remove.

11. Klicken Sie auf die Schaltflache Next.

Der Dialog TCP/IP Address Parameters wird gedffnet:

IP Ad Fres

Address: I [ . .
Subnet masgk: I . . .
Metwork: I Local Area Connection j

¥ Enable MetBIOS for this address

< Back I Firish | Cancel |

12. Geben Sie im Feld Address die |IP-Adresse fir den im Clustersystem zu
installierenden XPR Server ein.
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13.

14.

15.
16.

17.

38

Geben Sie im Feld Subnet mask die dazugehdrige Subnetzmaske fiir den
im Clustersystem zu installierenden XPR Server ein.

Wabhlen Sie aus dem Drop-down-Men( Network den Namen einer Netzwerk-
verbindung aus.

Aktivieren Sie die Option Enable NetBIOS for this address.

Klicken Sie auf die Schaltflache Finish, um das Anlegen der Ressource vom
Typ IP Adress abzuschlief3en.
Es wird ein abschlieRender Bestatigungsdialog angezeigt.

Cluster Administrator

.
\!‘) Cluster resource '|P Adr Res' created successfully,

Klicken Sie im Bestatigungsdialog auf die Schaltflache OK, um zur Ubersicht
des Cluster Administrators zurtickzukehren.

=10l
=18 x|

5 Cluster Administrator - [BIGCL (BIGCL)]
File Wiew ‘Window Help

@|a| X|E| B 2
=855 BIGCL

=23 Groups

L2 Cluster Group

| Skabe | Chaner I Resource Type | Descripkion |

Online  BIGCLKML - Physical Disk
Offfine  BIGCLKML - IP Address

Mame

11 sk r:

f51P Address Res

D Resources
{23 Clusker Configuration
- BIGCLKNL
- BIGCLKNZ

[ e[

For Help, press FL
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3.3.2 Test der neuen IP-Adresse im Clustersystem

1. Klicken Sie im Cluster Administrator mit der rechten Maustaste auf die zuvor
angelegte Ressource IP Address Res und wahlen Sie aus dem Kontextmend
den Menupunkt Bring Online.

Im rechten Bereich des Cluster Administrators muss der Status in der Spalte
State fUr die ausgewahlte IP-Adresse nach kurzer Zeit auf Online wechseln.

2. Testen Sie, ob die IP-Adresse im Netzwerk erreichbar ist, indem Sie diese
Adresse anpingen. Offnen Sie dazu die Eingabeaufforderung:

a) Klicken Sie auf Start > Programs > Accessories > Command Prompt.

b) oder klicken Sie auf Start > Run und geben Sie im Feld Open: den Befehl
cmd ein.

Die Eingabeaufforderung wird geoffnet.

Microsoft Windows [Version 5.2.37981
{C> Copyright 1985-2PMA3 Microsoft Corp.

C:“Documents and Settings“business>_

3. Geben Sie in der Eingabeaufforderung den Befehl ping
XXX . XXX . XXX . XXX €in (xxx.xxx .xxx.xxx steht hier als Platzhalter fir
die zuvor festgelegte IP-Adresse des zu installierenden XPR Servers im
Clustersystem).

4. Antwortet der Server im Clustersystem nicht auf den ping-Befehl, stellen Sie
sicher, dass alle Voraussetzungen (Abschnitt 3.1, “Checkliste zur Vorbe-
reitung der XPR Server Installation”, auf Seite 27) eingehalten sind,
Uberprifen Sie erneut Ihre Einstellungen oder wenden Sie sich an den
zustandigen Netzwerkadministrator. Andernfalls fahren Sie mit dem nachsten
Schritt fort.

5. SchlieRen Sie die Eingabeaufforderung und kehren Sie zurtick zum Cluster
Administrator.

6. Fihren Sie jetzt einen Wechsel des Clusters auf einen anderen Knoten aus.

a) Klicken Sie mit der rechten Maustaste im linken Bereich des Cluster
Administrators auf die Gruppe fiir den zu installierenden XPR Server

b) Wahlen Sie im Kontextmeni den Menipunkt Move Group aus.
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Im rechten Bereich des Cluster Administrators muss der Status in der
Spalte State fiir die ausgewahlte IP-Adresse nach kurzer Zeit auf Online
wechseln. Nach dem Wechsel muss in der Spalte Owner der Netzwer-
kname eines anderen Knotens stehen.

7. Geben Sie in der Eingabeaufforderung erneut den Befehl ping

XXX . XXX . XXX . XXX €in (xxx . xxx . xxx . xxx steht hier als Platzhalter fur
die zuvor festgelegte IP-Adresse des zu installierenden XPR Servers im
Clustersystem).

Stellen Sie sicher, dass der Server im Clustersystem auf den PING-Befehl
antwortet, andernfalls Uberprifen Sie erneut Ihre Einstellungen oder wenden
Sie sich an den zustandigen Netzwerkadministrator.

Flhren Sie den Befehl Move Group erneut aus, um zum ersten Knoten
zuruick zu schalten.

HINWEIS: Schlagt dieser Test fehl, stellen Sie sicher, dass alle Vorausset-
zungen (Abschnitt 3.1, “Checkliste zur Vorbereitung der XPR Server Instal-
lation”, auf Seite 27) eingehalten sind, Gberpriifen Sie erneut lhre Einstel-
lungen oder wenden Sie sich an den zustandigen Netzwerkadministrator.

Wenn dieser Test ordnungsgemaf funktioniert, kdnnen Sie mit dem nachsten
Schritt der Vorbereitungen fortfahren.
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3.3.3 Neuen Netzwerknamen als Ressource anlegen

Falls vom Netzwerkadministrator bereits ein Netzwerkname fiir den XPR Server
im Cluster festgelegt wurde, kdnnen Sie dieses Kapitel Uberspringen und mit dem
Abschnitt 3.3.4, “Test des neuen Netzwerknamens im Clustersystem”, auf Seite
45 fortfahren. Falls noch kein Netzwerkname fiir den XPR Server im Cluster
angelegt wurde, missen Sie die in diesem Abschnitt beschriebenen Schritte 1-
17 durchflihren:

1. Klicken Sie im Cluster Administrator mit der rechten Maustaste auf das
Ordner-Symbol mit der Gruppe flir den XPR Server und wahlen Sie im
Kontextmenii New > Resource oder wahlen Sie aus dem Mend File den
Menlpunkt New > Resource aus.

Der Dialog New Resource wird gedffnet.

2. Geben Sie im Feld Name einen eindeutigen Namen fiir die Ressource vom
Typ Network Name an.

HINWEIS: Dies ist noch nicht der Netzwerkname des XPR Servers im
Clustersystem, sondern lediglich eine Bezeichnung fur die Ressource
innerhalb der Gruppe. Der tatsachliche Netzwerkname wird erst in einem der
folgenden Dialoge eingegeben.

3. Optional: Geben Sie im Feld Description eine erganzende Beschreibung fur
den neuen Netzwerknamen an.

4. Wabhlen Sie Network Name im Drop-down-Menii Resource type aus.

5. Wahlen Sie im Drop-down-Menl Group die Gruppe aus, in der der XPR
Server installiert werden soll.

HINWEIS: Weisen Sie der Ressource nicht die Clustergruppe zu.

6. Lassen Sie die Option Run this resource in a separate Resource Monitor
frei.
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Klicken Sie auf die Schaltflache Next.

Der Dialog Possible Owners wird angezeigt.

|. Metwork Mame Res

Possible owners are nodes in the cluster on which this rezource can be brought online.
Specify the possible owners for this rezource,

Ayailable nodes: Possible owners:
Mame I Mame I
Al | &0 BIGCLKN1
BIGCLENZ
<- Bemove |

< Back I Mest » I Cancel |

Wahlen Sie aus der Liste Available nodes die Knoten aus, auf denen XPR
im Clusterbetrieb laufen soll. Dies sind die Knoten, die fir die XPR-Instal-
lation verwendet werden.

a) Markieren Sie in der Liste Available nodes den gewilinschten Knoten.

b) Klicken Sie auf die Schaltflache Add->, um den ausgewahlten Knoten
aus dem linken Bereich in die Liste Possible owners zu verschieben.

c) Klicken sie auf die Schaltflache <-Remove, um den ausgewahlte Knoten
in die Liste Available nodes zu verschieben.

Klicken Sie auf die Schaltflache Next, wenn Sie alle gewiinschten Knoten
ausgewahlt haben.

Der Dialog Dependencies wird gedffnet.

|. Metwork Mame Res

Dependencies are resources which must be brought online by the cluster service first.
Specify the dependencies for this resource.

Awailable rezources: Fiesource dependencies:
Fesource | Fiesour Fesource | Fiesc
Physic: Add >
1P Al "—I
<- Bemove |
Hi— b Hi—

< Back I Mest » I Cancel |
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10. Der Netzwerkname erfordert die Angabe einer IP-Adress-Ressource, die
oben erstellt wurde. Stellen Sie sicher, dass im rechten Bereich Resource
dependencies die IP-Adresse des XPR Servers angegeben ist.

a) Wabhlen Sie in der Liste Available resources die IP-Adresse des zu
installierenden XPR Servers im Clustersystem aus.

b) Klicken Sie auf die Schaltflache Add->, um die IP-Adresse in die Liste
Resource dependencies zu verschieben.

c) Wenn Sie eine Ressource von der Liste Resource dependencies
entfernen wollen, selektieren Sie diese Ressource in der Liste und klicken
Sie auf die Schaltflache <-Remove.

11. Klicken Sie auf die Schaltflache Next.

Der Dialog Network Name Parameters wird geéffnet:

|. Metwork Mame Res

Mame: I

[ DNS Fiegistration Must Succeed
[™ Enable Kerberos Authentication

< Back I Firish | Cancel |

12. Geben Sie im Feld Name den Namen der virtuellen Maschine des zu instal-
lierenden XPR Servers im Clustersystem ein.

WICHTIG: Der Name darf maximal 15 Zeichen lang sein.

13. Aktivieren Sie die Option DNS Registration Must Succeed.
14. Deaktivieren Sie die Option Enable Kerberos Authentication.

15. Klicken Sie auf die Schaltflache Finish, um die Installation der Ressource
vom Typ Network name abzuschlielRen.

Es wird ein abschlieRender Bestatigungsdialog angezeigt.

Cluster Administrator =

\}1) Cluster resource "Metwork Mame Res' created successfully,
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16. Klicken Sie im Bestéatigungsdialog auf die Schaltfliche OK, um zur Ubersicht
des Cluster Administrators zuriickzukehren. In der rechten Liste des Cluster
Administrators wird nun eine neue Ressource vom Typ Network Name

angezeigt.

~=1olx|
-3
E|-- BIGCL [Marme | Skabe | nEr Resource Type | Drescription |
=0 Groups (oisk R Online BIGELKNI  Physical Disk
- Cluster Group |0 1P Address Res Online  BIGCLKM1 1P Address
(S t@)NetworkName Res Offline  BIGCLEM1  Metwork Mame
D Resources
{2 Clusker Configuration
g BIGCLENT
- BIGCLKNZ
[ o[ 2

For Help, press FL
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3.3.4 Test des neuen Netzwerknamens im Cluster-
system

1. Klicken Sie im Cluster Administrator mit der rechten Maustaste auf die zuvor
angelegte Ressource des Typs Network name.

2. Wahlen Sie aus dem Kontextmeni den Menlpunkt Bring Online aus.

Im rechten Bereich des Cluster Administrators muss der Status in der Spalte
State fur den ausgewahlten Netzwerknamen nach kurzer Zeit auf Online
wechseln.

3. Fhren Sie jetzt einen Wechsel des Clusters auf einen anderen Knoten aus.

a) Klicken Sie mit der rechten Maustaste im linken Bereich des Cluster
Administrators auf die Gruppe fiir den zu installierenden XPR Server.

b) Wahlen im Kontextmeni den Menlpunkt Move Group aus.

Im rechten Bereich des Cluster Administrators muss der Status in der Spalte
State fur den ausgewahlten Netzwerknamen nach kurzer Zeit auf Online
wechseln. Nach dem Wechsel muss in der Spalte Owner der Netzwerkname
eines anderen Knotens stehen.

4. Fuihren Sie den Befehl Move Group erneut aus, um zum ersten Knoten
zurlck zu schalten.

HINWEIS: Schlagt dieser Test fehl, kontrollieren Sie bitte erneut lhre Einstel-
lungen und vorgegebenen Konventionen oder wenden Sie sich an den zustan-
digen Netzwerkadministrator.

Wenn dieser Test ordnungsgemalf funktioniert, sind die Vorbereitungen zur
Installation des XPR Servers auf dem Clustersystem abgeschlossen.

Die Ressource vom Typ Network Name wurde in der Gruppe erstellt, in der der
XPR-Server installiert werden soll. Der virtuelle Server, der dieser Gruppe
zugeordnet ist, erscheint jetzt im Windows Explorer unter My Network Places >
Entire Network > Microsoft Windows Network > <Domanenname>. Er
erscheint unter dem Namen, der unter der Registerkarte Parameters im Feld
Name eingetragen wurde. Dies geschieht ebenso fur den virtuellen Server, der
der Clustergruppe zugeordnet ist. Dieser Name des virtuellen Servers der
Clustergruppe erscheint auch im Cluster Administrator als Wurzel der
Baumstruktur im linken Bereich.

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 45



Vorbereitungen zur Erstinstallation
Neue Ressourcen fur den XPR Server im Cluster anlegen

A31003-S2370-J101-12-31, 11/2014
46 OpenScape Xpressions V7 Cluster Installation, Installationsanleitung



Installation des XPR auf einem Clustersystem

4 Installation des XPR auf einem Clustersystem

Dieses Kapitel beschreibt Schritt fir Schritt die Erstinstallation eines XPR
Systems auf einem Clustersystem. Uberpriifen Sie mit Hilfe der nachfolgenden
Checkliste (vgl. Abschnitt 3.1, “Checkliste zur Vorbereitung der XPR Server
Installation”, auf Seite 27), ob die notwendigen Voraussetzungen zur Installation
von XPR erfillt sind.

HINWEIS: Lesen Sie vor Beginn der Installation auch die Informationen im
Kapitel 2, “Der XPR Server im Cluster”.

Bevor Sie eine Installation starten, priifen Sie bitte in G-DMS, ob aktualisierte
Versionen der Freigabemitteilung und der Release Notes verfigbar sind.

Die folgende Tabellen spiegelt die Produktstruktur im G-DMS / SWS (Software
Supply Server) und die Diagnosestruktur im ICTS (Case Tracking System) wider:

Hauptkategorie Applications

Produktfamilie OpenScape Xpressions
Produkt OpenScape Xpressions
Produktversion OpenScape Xpressions V7
Produktcode P30152-P1526-A1

Tabelle 2 Produktstruktur im G-DMS / SWS
Produktfamilie Applications
Produktgruppe OpenScape Xpressions
Produkttyp OpenScape Xpressions
Produktversion V7

SW-Version V7 R1

Tabelle 3 Diagnosestruktur im ICTS

Checkliste zur Installation

Bevor Sie mit der Installation beginnen, mussen die in der nachfolgenden Tabelle
aufgefihrten Arbeitsschritte durchgefiihrt bzw. abgearbeitet worden sein.

Schritt

1. Abschnitt 3.1, “Checkliste zur Vorbereitung der XPR Server Installation”, auf
Seite 27

2. Abschnitt 3.1.2, “Uberpriifen der Systemanforderungen fiir den Server-PC”,
auf Seite 29

3. Abschnitt 3.1.3, “Uberpriifung der Windows-Server-2003-Einstellungen”,
auf Seite 32
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4.1 Grundsatzliches zur Installation

48

Die Installation des Produktes umfasst neben dem eigentlichen XPR Server
weitere Komponenten, die nicht direkter Bestandteil des XPR Servers sind. Diese
werden als eigenstandige Produkte installiert. Hierzu gehéren unter anderem:

¢ Weitere Serverkomponenten

e Zusatzliche Sprachpakete (z. B. Englisch, Franzésisch, Spanisch, Italienisch)
* Clientapplikationen (z. B. Application Builder)

e Treiber fir ISDN-Hardware und die Anbindung an eine TK-Anlage

* Komponenten fur die Sprachsynthese (Text-to-Speech)

* Acrobat Reader zum Anzeigen der Produktdokumentation

e Automatische Spracherkennung (ASR)

Wenn Sie das Installationsmedium an den Rechner anschlieRen, startet zunachst
ein Installationsprogramm, in dem Sie einige Angaben machen miissen und die
Komponenten auswahlen, die installiert werden sollen. Dieses Installationspro-
gramm wird im folgenden Wrapper genannt.

Wenn alle notwendigen Angaben gemacht und die gewlinschten Komponenten
ausgewahlt wurden, startet der Wrapper nacheinander automatisch die Installa-
tionsprogramme der ausgewahlten Komponenten. Wahrend dieser Phase
erscheint in der oberen linken Ecke des Bildschirms folgender Statusdialog:

#PR Server [component 2 / 4]
Installing: YhtzclientLh2006-05.. \setup.exe

T

In diesem Dialog werden folgende Informationen angezeigt:
* Anzahl der zu installierenden Komponenten

¢ Anzahl der bereits installierten Komponenten

e Status der gesamten Installation

Der Umfang der im Wrapper zur Auswahl stehenden Komponenten ist abhangig
von |lhren erworbenen Lizenzen. Einige der Komponenteninstallationspro-
gramme fordern Sie durch entsprechende Dialoge zu weiteren Eingaben auf.

Ein Neustart des Computers darf nur dann ausgefiihrt werden, wenn Sie durch folgenden
Dialog dazu aufgefordert werden:
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Component Installer

Shut down the "Windows operating system now
Aifter it restart the component installer will continue ta install any other
component that has been selected.

Nach der Installation verfigen Sie Uber ein lauffahiges, aber weitgehend unkon-
figuriertes XPR System. Wahrend der Installation werden nur die Komponenten
konfiguriert, die ohne eine initiale Konfiguration nicht funktionieren kénnen.
Hierzu gehoéren unter anderem folgende Komponenten:

e SMTP APL

e LDAP APL

WICHTIG: Der XPR-Server darf nicht auf einen Domanencontroller installiert
werden.

4.1.1 Ubersicht zum Installationsablauf

Die folgende Liste zeigt den Ablauf der Installation und verweist auf die entspre-
chenden Textstellen.

Schritt

1. Abschnitt 4.3.4, “Lizenzservice einrichten”, auf Seite 70

2. Abschnitt 4.3.5, “Servernamen angeben”, auf Seite 75

3. Abschnitt 4.3.6, “Serversprachen und Standardsprache auswahlen”, auf
Seite 76

Abschnitt 4.3.7, “Release Notes bestatigen”, auf Seite 77
Abschnitt 4.3.8, “Systemkomponenten auswahlen”, auf Seite 79

Abschnitt 4.3.9, “Clientkomponenten auswahlen”, auf Seite 80

Abschnitt 4.3.10, “Externe Software auswahlen”, auf Seite 81
Abschnitt 4.3.11, “Acrobat Reader installieren”, auf Seite 82

Abschnitt 4.3.12, “Installationstyp fur die automatische Spracherkennung”,
auf Seite 83

© ® N|o|gak
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4.2 Installation des HiPath License Managements (HLM)

Der CLC (Customer License Client; XPR License Service; licsvc) ist eine DLL und

der Teil des XPR-Servers, tber den der XPR-Server den CLA (Customer License

Agent) Uber eine verschlisselt IP-Verbindung abfragen kann, ob eine gliltige

Lizenz vorhanden ist. Das CLM (Customer License Management) ist eine

zentrale GUI, von der aus man die angebundenen CLAs zur Aktivierung und

Uberwachung der Lizenzen kontrolliert. CLM und CLA bilden die wichtigsten
Software-Komponenten des HLMs. Mit Hilfe des HLMs werden also Lizenzen flr

Produkte der Unify Software and Solutions GmbH & Co. KG in einem Netzwerk zentral verwaltef
Verfligung gestellt.

Ausflhrliche Informationen zur Funktionsweise und Installation des CLMs finden
Sie im Handbuch XPR Server Installation.

Weitere Informationen konnen Sie ebenso auf der Internetseite

http://apps.g-dms.com:8081/techdoc/search_de.htm

nachschlagen. Wahlen Sie als Produkt License Management aus, und klicken
Sie auf die Schaltflache Liste erstellen.

Die folgenden Szenarien sind fir das HLM und einen geclusterten XPR denkbar:

WICHTIG: Beachten Sie bei der Wahl Ihres Szenarios, dass Lizenzen immer an
die MAC-ID des Rechners gebunden sind, auf dem der CLA installiert ist und
lauft.

Szenario 1: CLM und CLAs auBerhalb der Clusterknoten

CLM und CLA sind auf keinem der beiden Clusterknoten installiert. Dies ist das

wohl am haufigsten verwendete Szenario. Ausfihrliche Informationen zur Funkti-
onsweise und Installation der CLAs fir dieses Szenarios finden Sie im Installati-
onshandbuch des XPR-Servers.

Szenario 2: CLAs auf den Clusterknoten

Je ein CLA ist auf jedem Clusterknoten installiert. Diese Installation wird lokal,
also nicht im Clusterkontext durchgeflihrt. Das CLM ist auf einem anderen
Rechner im Netzwerk installiert. Die Installation der CLAs flir dieses Szenario ist
im Abschnitt 4.2.2, “Installation der CLAs auf den Clusterknoten”, auf Seite 51
beschrieben.

Szenario 3: CLM und CLAs auf den Clusterknoten

Je ein CLA ist auf jedem Clusterknoten installiert, und das CLM ist auf einem der
Clusterknoten installiert. Dieses Szenario wird nicht unterstitzt.
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4.2.1 Installation der CLAs auerhalb der Cluster-
knoten

Ausflhrliche Informationen zur Funktionsweise und Installation dieses Szenarios
finden Sie im Handbuch XPR Server Installation.

4.2.2 Installation der CLAs auf den Clusterknoten

WICHTIG: Deaktivieren Sie vor Installationsbeginn die eventuell auf dem
Rechner gestartete Antiviren-Software.

WICHTIG: Im Folgenden wird beschrieben, wie je ein CLA lokal auf jedem
Clusterknoten installiert wird. Er wird nicht im Clusterkontext installiert.

HINWEIS: Die in diesem Kapitel beschriebenen Handlungsanweisungen
kénnen ebenso angewendet werden, wenn CLM und CLAs aulRerhalb des
Clusters installiert waren und jetzt die CLAs auf den Clusterknoten installiert
werden sollen. Nur Schritt 10 auf Seite 57 ist dann zusétzlich durchzufuhren.
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4.2.2.1 Lizenzen

Lizenzdatei

Eine Lizenzdatei umfasst Angaben Uber

die zu lizensierenden Leistungsmerkmale, zum Beispiel Notes, Presence,
XML APL, SOAP Interface, Spracherkennung,

die Anzahl der Lizenzen fir jedes Leistungsmerkmal und

die MAC-Adresse(n) der Rechner, auf denen jeweils ein CLA lauft und fur die
die Lizenzen erzeugt werden sollen.

Lizenzdateitypen

Es gibt zwei Typen von Lizenzdateien:

Lizenzdatei mit nur einer MAC-Adresse

Es liegen zwei Clusterknoten mit je einem CLA vor. Clusterknoten 1 hat die
MAC-Adresse 1 und Clusterknoten 2 hat die MAC-Adresse 2. Die CLAs
beziehen ihre Lizenzinformationen vom CLM, der auf einem separaten
Rechner C lauft. Der CLM hat zwei Lizenzdateien, Lizenzdatei 1 fur Cluster-
knoten 1 und Lizenzdatei 2 fir Clusterknoten 2. Beide Lizenzdateien
beinhalten dieselben Leistungsmerkmale, aber Lizenzdatei 1 beinhaltet
MAC-Adresse 1 und Lizenzdatei 2 beinhaltet MAC-Adresse 2.

Dies gilt auch, wenn eine Lizenz bzw. eine Lizenzdatei fir ein Produkt
verwendet werden soll, das auf einem Rechner installiert ist, der kein Knoten
des Clusters ist. Dies ist zum Beispiel bei der ISDN APL der Fall, die nicht auf
einem Knoten installiert werden darf (siehe Punkt 4 auf Seite 24).

] |
Rechner A/ Rechner B/
Clusterknoten 1 mit Clusterknoten 2 mit
MAC-Adresse 1 MAC-Adresse 2

CLA ||| ] CLA

Rechner C

CLM

Leistungsmerkmal 1 Leistungsmerkmal 1
Leistungsmerkmal 2 Leistungsmerkmal 2
Leistungsmerkmal 3 Leistungsmerkmal 3

MAC-Adresse 1 MAC-Adresse 2
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¢ Lizenzdatei mit mehreren MAC-Adressen

Es liegen zwei Clusterknoten mit je einem CLA vor. Clusterknoten 1 hat die
MAC-Adresse 1 und Clusterknoten 2 hat die MAC-Adresse 2. Die CLAs
beziehen ihre Lizenzinformationen vom CLM, der auf einem separaten
Rechner C lauft. Der CLM hat nur eine Lizenzdatei, die alle
Leistunsmerkmale und die beiden MAC-Adressen der beiden Clusterknoten

enthalt.
:'cEst'er' """""""""""" :
: Rechner A/ Rechner B/ !
Clusterknoten 1 mit Clusterknoten 2 mit !
: MAC-Adresse 1 MAC-Adresse 2 :
| |
: oA || [ :
| ‘ |
| I Ao |

A
Rechner C
CLM

Leistungsmerkmal 1
Leistungsmerkmal 2

Leistungsmerkmal 3

MAC-Adresse 1
MAC-Adresse 2

Erstellung der Lizenzdateien

Wenn man im CLS Lizenzdateien mit je nur einer MAC-Adresse erzeugt, bendtigt
man zwei Lizenzdateien, deren Leistungsmerkmale identisch sind, deren MAC-
Adressen sich aber zwingend unterscheiden mussen.

Wenn man im CLS bei der Erstellung einer Lizenzdatei die Option Cold Standby
Main-Backup auswahlt, erstellt man eine Lizenzdatei mit mehr als einer MAC-
Adresse. Diese Lizenzdatei wird fur beide Clusterknoten eingesetzt, auf denen
die CLAs laufen.
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4.2.2.2 Installation eines CLASs

Um einen CLA zu installieren, gehen Sie wie folgt vor:

1. Melden Sie sich nicht als lokaler Benutzer sondern als Doméanenbenutzer auf
dem ersten Knoten an.

2. Starten Sie die Datei
XpressionsInstall\Prerequisites\HLM\CLA\setup.exe
vom XPR-Installationsmedium.

Das Installationsprogramm wird vorbereitet und es wird folgender Dialog
geoffnet:

i'é‘- License Agent - InstallShield Wizard ]

Welcome to the InstallShield Wizard for
License Agent

The InstallshieldiR) Wizard will install License Agent on your
computer, To continue, click Next,

WARNING: This program is protected by copyright law and
international treaties,

Cancel

3. Kilicken Sie auf die Schaltflache Next.

Es wird folgender Dialog gedffnet:

{5 License Agent - InstallShield Wizard E
5
Destination Folder 1 |
Click Mext to install o this Folder, or click Change to install to a different Folder,
G Install License Agent ko:
C:\Program FilesiLicensingiLicense Agent) change... |
InistallShield
< Back Cancel |

4. Wenn Sie den vorgegebenen Zielordner verwenden wollen, klicken Sie auf
die Schaltflache Next.
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Uber die Schaltflaiche Change... kdnnen Sie einen anderen Zielordner fiir die
Installation angeben. Klicken Sie anschlief3end in diesem Dialog auf die
Schaltflache Weiter.

Es wird folgender Dialog geoffnet:

i'é‘- License Agent - InstallShield Wizard ]

User Configuration ‘ N

There is no License Manager installed on this computer yet, Please define a user ID
for the License Agent to protect it {later, in License Manager you can change i),

{+ . Default User: Administrator

{~  Mew User { username@domainname )

Administrator

InistallShield

< Back I Mext = I Cancel |

5. Wabhlen Sie den Benutzer aus, unter dessen Konto der CLA laufen soll. Dies
muss eine Domanenbenutzer und kein lokaler Benutzer sein. Wahlen Sie die
Option New User aus und tragen Sie das Doméanenkonto ein, unter dem Sie
die Installation ausflihren, zum Beispiel das Domanenkonto, das Sie den
Satellitendiensten zuweisen.

Klicken Sie anschlief3end auf die Schaltflache Next.

Es wird folgender Dialog gedffnet:

i'é‘- License Agent - InstallShield Wizard ]

Service Configuration 1 IS
4 |
Flease enter the service configuration data, |

Service Port Number:{1024-65535)

License error log size {days){1-365)

180

License audit trail size {daysii1-365)

180

InistallShield

< Back I Mext = I Cancel
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6. Wenn die Ports wahrend der Installation des CLM unverandert geblieben
sind, kénnen Sie hier die Einstellungen tbernehmen. Klicken Sie auf die
Schaltflache Next.

HINWEIS: Wenn Sie den Eintrag im Feld Service Port Number dndern,
missen Sie diese geanderte Portnummer bei der Installation des License
Services eintragen (vgl. Abschnitt 4.3.4.1, “Installation des Lizenzservices im
Cluster”, auf Seite 71, Schritt 7 auf Seite 72).

Es wird folgender Dialog geoffnet:

i'é‘- License Agent - InstallShield Wizard ]

Ready to Install the Program } 1
4 |
The wizard is ready to begin installation, |

Click Install to begin the installation.

IF wou want to review or change any of your installation settings, click Back, Click Cancel to
exit the wizard,

InistallShield

< Back Cancel

7. Klicken Sie auf die Schaltflache Install.
Die Installation wird gestartet und der Fortschritt in folgendem Dialog
angezeigt:

i'é‘- License Agent - InstallShield Wizard [_ (D]

Installing License Agent } 1
4 |
The pragram Features you selected are being installed, |

Flease wait while the InstallShield Wizard installs License Agent. This may
take several minutes,

Status:

Starting services

InistallShield

= Back | [dexk =

Sobald der Installationsvorgang abgeschlossen ist, erscheint folgender
Dialog:
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i'é‘- License Agent - InstallShield Wizard ]

InstallShield Wizard Completed

The Installshield Wizard has successfully installed License
Agent, Click Finish to exit the wizard,

Cance |

< Back

8. Kiicken Sie auf die Schaltflache Finish, um die Installation abzuschliel3en.
9. Der Dialog wird geschlossen.

10. Nur wenn CLM und CLAs aulderhalb des Clusters installiert waren und jetzt
die CLAs auf den Clusterknoten installiert werden sollen, ist dieser Schritt
auszufuhren. Dieser Schritt 10 entfallt ansonsten, da spater eine analoge
Aktion im Schritt 6 auf Seite 72 durchgefiihrt wird.

Es sind auf dem Clusterlaufwerk zwei CCF-Dateien erstellt worden. Diese
finden Sie typischerweise als
R:\OpenScape\xprlicsvc\HPXPR_V5.0.ccf

und

R:\OpenScape\xprlicsvc\hlm\License Management
Information\HPXPR _V5.0\HPXPR V5.0.ccf

Beispiel fir eine erzeugte CCF-Datei:

172.26.9.46
61740

1000

5

true

Ersetzen Sie den Wert der ersten Zeile in beiden Dateien mit der IP-Adresse
der Ressource vom Typ IP Address, die sie in Abschnitt 3.3.1, “Neue IP-
Adresse als Ressource anlegen”, auf Seite 35 erstellt haben. Gehen Sie dazu
wie folgt vor:

HINWEIS: Die IP-Adresse der IP-Adress-Ressource ist nicht die IP-Adresse
eines Knotens, sondern die IP-Adresse der Gruppe flir den XPR-Server.
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Die weiteren Zeilen der CCF-Datei beinhalten die Portnummer, die Time-Out-
Zeit in ms und die Anzahl der Verbindungsversuche.

& Cluster Administrator - [BIGCL {BIGCL)] =] 3]

Eile Wiew Window Help _|E||1|

| o] X5 @) =

[=-E5p BIGCL Mame | Skate | Owner Resource Type | Drescripkion |

=1 D Groups 10 pisk r: Online  BIGCLKN1  Physical Disk,
% Cluster Group | 1P Address Res Online  BIGCLKN1 1P Address
Graupd t@Network Mame Res Offfine  BIGCLKMI  Mebwaork Mame
D Resources

{2 Clusker Configuration
- BIGCLKN1
-] BIGCLKNZ

For Help, press FL ,_ UM G

a) Klicken Sie im Cluster Administrator mit der rechten Maustaste auf die
zuvor angelegte Ressource vom Typ IP Address und wahlen Sie aus dem
Kontextmenl den Menlpunkt Properties.

b) Klicken Sie auf die Registerkarte Properties.
c) Kopieren Sie den Wert des Feldes Address in die Zwischenablage.

d) Uberschreiben Sie die erste Zeile beider CCF-Dateien mit dem Wert in
der Zwischenablage.

e) Speichern Sie beide Dateien.

Die Installation des CLAs auf diesem Knoten ist abgeschlossen. Der CLA muss
jetzt noch beim CLM hinzugefligt werden, er muss mit dem CLM synchronisiert
werden, und seine Lizenz muss noch aktiviert werden.

4.2.2.3 Hinzufluigen eines CLAs beim CLM

Um bereits vorliegende Lizenzen an den CLA zu Ubertragen, gehen Sie wie folgt
vor:

1. Der Desktoplink M= a4ld, den Sie auf dem Rechner finden, auf dem das
CLM installiert ist, startet das CLM. Alternativ dazu kénnen Sie in einem Inter-
netbrowser auf dem Rechner, auf dem der CLM lauft, die Adresse

http://localhost:8819/clm/servlet/
com.siemens.icn.hipath.hlm.csc.clm.ui.ClmServlet

eingeben. Es kann eine Zeit dauern, bis die komplette Seite geladen wird.
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[_[O[x

A License Management - Microsoft Internet Explorer
‘ »
4

Fle Edit View Favorites Tooks Help
Qback - &) - [ 3] (B0 search Soravorkes £ | (10 1L B

Adcress [ ] heep: 8819/clmfservietfeom siemens. icn hipath. im.csc.chn. . ChnServst

| Be |Links ®

% License Management

@ Content License Management Contents Page

- Products
[iLicense agents
- D Computer Actions for License Management

Logon / Synchronize Activate license License Management setup

License agent information

Status Humber
(] Synchronized [t}
& Logon required 2

& Mot connected 1

Date of License Management data:  2008-03-22 at 01:43:31 PM

Version: TB-CLM.10.033

/&) Done

[ & Local intranet 4

2. Klicken Sie im Navigator auf Content > License agents.

[_[O[x

A License Management - Microsoft Internet Explorer
‘ >
"

fle Edt Wew Favortes Tooks Hep

Qback -+ &) - [ 3] B0 search Soravorkes £ | (10 L B

Adcress [ ] heep: 8819/clmfservietfeom siemens. icn hipath. im.csc.chn. . ChnServst

% License Management

| Be |Links ®

@ Content License agents
.. Products
DlLicense agents
-0 Camputer Actions for license agents
Delete | Add | Find license agents
Lagan / Synchronize | License agent administrators |
List of license agents
I Select all
Computer name qh A a
1P address A Description & status Version Details
- 172.26.209 41 & nNot connected
r licsen S Logon required
r tlelkn & Logon required

Version: TB-CLM.10.033

/&) Done
3. Klicken Sie im Bereich Actions for license agents auf die Schaltflache Add.

[ [ [ [ 83 Local intranet 4
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Add license agent

To add a license agent, enter its address (e.g. IP address or host name) and port number.

Address: I
Fort EWAEI Ok Cancel

List of license agents

Computer name

F License Management - Microsoft Internet Explorer [_ O] =] |
Fle Edit Wew Favorites Tools  Help | o
@sack - ) - (¥ [F) (0| Pseach Jeravories €| 0 o B
Address IEhttD‘Mucelhusl:EElBiclmﬂsew\et/wm‘s\emens.\crv‘h\uath‘hlm.cs:.dm‘ul.C\mServ\et T Be ‘L\nks ®
@ License Management Horne page || Help |
@ Content License agents

DProducts

[DLicense agents

[ Computer Actions for license agents

Delete I Add | Find license agents
Logon / Synchranize | License agent adrministrators |

/1P address ) Description & status Version Details
licser & Logen required
telknt & Logon required
172.26.208 41 & Not connected
Wersion: TB-CLM.10.033
&) bone [ [ | [&dLocalintranet 4

der CLA installiert worden ist.

4. Geben Sie den DNS-Namen oder die IP-Adresse des Knotens ein, auf dem

WICHTIG: Geben Sie weder die IP-Adresse der Ressource vom Typ IP
Address der Clustergruppe noch die IP-Adresse der Ressource vom Typ IP

Address der Gruppe fir den XPR-Server ein.

Klicken Sie auf die Schaltflache OK.

4.2.2.4 Synchronisieren eines CLAs mit dem CLM

5. Synchronisieren Sie den CLA mit dem CLM. Dies ist eine notwendige

Bedingung, damit Sie die Lizenzen fiir den CLA aktivieren kdnnen (siehe
Abschnitt 4.2.2.5, “Aktivieren einer Lizenz fir einen CLA”, auf Seite 62).

Gehen Sie dazu folgendermalien vor:
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a) Klicken Sie in der Oberflache des CLMs auf die Schaltflache Login/

b)

Synchronize.

License Management

rosoft Internet Explorer

File Edit Yiew Favorites Tools  Help

L=
| A

QBack - ) - [ @] (3]0 search rFavortes @ | (30 L B

Address E http:{flacalhost:8519/cIm/servieticom. siemens.icn. hipath. him. csc. cim. Ui, CimServiet

=l Bso [ws »

% License Management

Logon / Synchronize

Hit 'Ok ta synchronize the data.

List of license agents

Computer name
n i

/1P address Description & status
v 172,26.209.41 & Not connected
v licsan & Logon required
v rechner2! & Logon reguired
v tielknl & Logon reguired

Version: TB-CLM.10.033

@ Content License agents
Oy Products
[iLicense agents
~QComputer Actions for license agents
Dalste | Add | Find license agents
Logan / Synchronize | License agent administrators |

Version 1 Details

&) Done [ [ [ |8 tocalintranet 7
Klicken Sie auf die Schaltflache Details >>.
FjLicense Management - Microsoft Internet Explorer [_[O[x] 1

Fle Edit Wiew Favorites Tnoks  Help

Q@Back ~ o - ¥ [F] | Ssearth JoFavotes £ | (0 B

adcress [ hrepiy BB19/cIm/servietfcom siemens cn hipath.him. cse. cin. U1, Clnserviet

 Be |Linls e

% License Management

@ Content License agents
[ Products

[ License agents

Dy Computer Actions for license agents

Delete | Add |

Find license agents

Logon / Synchronize | License agent administrators |

Logon / Synchronize

@« Use login for all license agents

Enter user name and password to logon on all license agents

Synchronize' again.

o Logon o local PC of the license agent
& Logon to domain
Name [ @ Max local

Password:

List of license agents

Computer name "

/1P address Description status 4
v 172.26.209.41 @ Mot connected
v licsan 2 Logon required
v rechner21 2 Logon required
v ticlknl & Logon required

Version: TB-CLM.10.033

Ta logon to chogen license agents hit 'Cancel’, select the appropriate license agents, and hit Logan /

Version 1 Details

@i I

| & Localintranet 4

c) Wahlen Sie die Option Logon to domain aus.
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d) Geben Sie in die Felder Name und Password den Benutzernamen und

das Kennwort ein.

e) Klicken Sie anschlielend auf OK.

ZLicense Management - Microsoft Internet Explorer [_[O[ =]
Fle Edt Vew Favortes Toos Help ‘ o
Qback + &) - [ B B0 search oravortes & | (1 i B
Aderess ] hetp i fiscalhostsae1]cimjserveticom siemens Jcn, Fipsth i, csc ci. Ul Cinserviet =l Beo [uns »
% License Management Home page Help
@ Content License agents
[ Products
DiLicense agents
[ Computer Actions for license agents
Delete | Add | Find license agents
Logan / Synchronize | License agent administrators |
List of license agents
™ Selectall
Computer name qm A a
AP e A Description % status 4 Version Details
r 172.26.209.41 & Mot connected
r licsen & Logon required
M @ echne! @ Synchronized  TE-CLAIDITE 5=
> @ekn & Synchronized  TB-CLA10178 =
Version: TB-CLM.10.033
[&] Done [T [ [ [Wtocaintane: v

4.2.2.5 Aktivieren einer Lizenz fiir einen CLA

In diesem Abschnitt gehen wir davon aus, dass die Lizenz als XML-Datei auf
einem Datentrager vorliegt. Wenn Sie eine Lizenz erzeugen mdchten, lesen Sie
die entsprechenden Abschnitte im Handbuch OpenScape Xpressions Server
Installation und in der Onlinehilfe des CLMs.

HINWEIS: Zum Erzeugen von Lizenzen benétigen Sie Anmeldedaten fir den
Lizenzserver (CLS; Central License Server) und einen Autorisierungscode.

6. Ubertragen Sie die Lizenz zum CLA und aktivieren Sie sie. Gehen Sie dazu
folgendermalen vor:

a) Klicken Sie im Navigator des CLMs auf den Eintrag Content bzw. auf die
Schaltflache Home page am rechten oberen Rand. Diese Schaltflache
wird immer dann angezeigt, wenn Sie sich nicht auf der Inhaltsseite
befinden.

b) Klicken Sie auf die Schaltflache Activate license.
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7 License Management - Microsoft Internet Explorer =]
Fle Edt Wew Fovortes Toos Hel | &
Qoack -+ ) - [ @ 3] O search Srravartes @ | (3- L 2
Address IEhtlp:/ﬂln(alhust‘Bﬂl?fdmfserv\etﬂmm‘swemens‘lm.h\path‘h\m‘tst‘dm‘u\‘(\mﬁervlel B ‘L\nks =
@ License Management Hame page Help
@ Content License activation
- DProducts
{_[DLicense agents
i-[Computer Mode of license activation
& Create license key and install on license agent (anline activation)
©  Create license key and save locally. (Online connection required)
© Install local license key on license agent {offline activation).
Version: TB-CLM.10.033
[&] Done [ [ [ & Localinbranet 7

c) Wahlen Sie die Option Install local license key on license agent
(offline activation).

Wenn Sie eine der beiden anderen Optionen auswahlen, wird die Lizenz
vom Lizenzserver (CLS) angefordert. Hierzu bendtigen Sie die Anmelde-
daten fUr den Lizenzserver sowie den Autorisierungscode. Informationen
zum Erzeugen der Lizenzen auf dem Lizenzserver und zum weiteren
Verfahren danach erhalten Sie durch das Handbuch OpenScape Xpres-
sions Server Installation oder die Schaltflache Help am oberen rechten
Rand der CLM-Oberflache.

d) Dricken Sie auf die Schaltflache Continue.
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A License Management - Microsoft Internet Explorer [_TO[x]
Ele Edt Yew Favortes Tools Help | i
QBack - ) - [ [@ (0| PO search i ravorites @) | (3- L B
ctdress [ hetpiffocalhosti813jcknjservistjcom siemers.n hipath Him.csc.cim. i Cimservet EEEREE
@ License Management Home
@ Content Install local license key on license agent {offline activation).
[ Products
..[YLicense agents
[ Computer License selection

To activate the license on the selected licenge agent please enter the license string here or select the
licenge file

In case you do nat hawe a license string or licenss file, plaass find more detailed infarmatian on our help
pages

License agent [rechner21 =

& License string [

€ Licensefile [ Durchsuchen

‘Version: TB-CLM.10.033

€] bone [ [ [ & tocalintranet )

e) Wahlen Sie gegebenenfalls im Feld License agent einen Rechner aus,

f)
9)

h)
i)

auf dem der Agent lauft, fir den die Lizenz aktiviert werden soll.
Markieren Sie die Option License file.

Klicken Sie auf die Schaltflache Browse... und wahlen Sie die Lizenz-
datei im Dateisystem des Rechners bzw. auf dem externen Datentrager
aus, auf dem sie gespeichert wurde. Dies ist eine XML-Datei.

WICHTIG: Achten Sie darauf, dass Sie fir jeden CLA dieselben
Lizenzen aktivieren. Lizenzen auf den verschiedenen Knoten werden
vom XPR nicht auf Gleichheit Gberpruft.

WICHTIG: Wenn Sie fur jeden Clusterknoten eine separate Lizenzdatei
erstellt haben, achten Sie darauf, dass die Lizenzen dieselben sind, sich
die Lizenzdateien jedoch durch die MAC-Adresse unterscheiden missen
(siehe Abschnitt 4.2.2.1, “Lizenzen”, auf Seite 52).

Klicken Sie auf die Schaltflache Open.

Klicken Sie auf die Schaltflache Activate.
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) License Management - Microsoft Internet Explorer

O[]
Fie Edt Wew Fovartes Tedls el |
Qeack - ) - [ 2] (0] O search FrFavorkes @ | (3 L B
Address E http:/flocalhost:8819/cm/servieticom.siemens.icn.hipath. him. csc. clm, ui, CimServlst

BEERETE

wContent
{[Products
i-[OLicense agents
L[ Computer

Version: TB-CLM.10.033

[&] bone

@ License Management

Horme page

Help

Install local license key on license agent {offline activation).

License successfully activated

7 License activation was successful
Confirmation code: 1WW3eAajKimE=
Open confirmation code for printing..

[& Local intranet 4

Klicken Sie auf den Link Open confirmation for printing...
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Ele Edt View Favortes Iools  Help

“JLicense Management - Microsoft Internet Explorer [_TO] =]

| 2

QBack - &) - [ [@ @0 O search rravoies @[ (3- i B

Adiress [ 8] Pttpifflocahostiss 15/cmfservit com.siemers. i hipath Hin.csc.cln.ui CimServiet

EEEREE

License activation overview
Date: 2008-03-22 at 02:04:41 P
User data
User data from license management

Name administrator@hax local
Workstation 127.0.0.1

License activation data

Selected license agent

Mame / Address: rechner21.max.local
Description rechner2i
Locking 1D 00-30-48-80-72:97

List of licenses
Product name Product ID / Version Confirmation code
Hipath =pressions 5.0 HFXFR /6.0 TWW3eAajkKimE=

N

Version: TB-CLM.10.033

|&] pane:

[T [ [ & Localintranet !

k) Kilicken Sie auf die Schaltflache Print. Es wird der Druckdialog des
Betriebssystems gedffnet, in dem Sie einen Drucker auswahlen kénnen
und anschlieRend Uber die Schaltflache Print den Druckvorgang starten

1)

kénnen.

Klicken Sie im CLM auf die Schaltflache Close.

m) Klicken Sie im CLM auf die Schaltflache OK.
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Zl License Management - Microsoft Internet Explorer M=
File Edt Wiew Favorites Tools  Help ‘ >

Qeack -+ - [ 2] 0| P searh SoFavorkes £ | C1- (L B

Agress [{@) hetp:{localhost 601 3jdm/servletfzom,siemens.icr. Fipath him.csc cm.u. Cimservist B R
@é License Management Home page || Help

& Content License agents
=-m Products
m License agents

[ Computer Actions for license agents
Delete | Add | Find licenge agents
Logon / Synchronize | Licanse agent administrators |

List of license agents

[ Select al
Computer name A a A
1P address A Description status Version Details

r 172.26.209.41 & nNot connected

r licsen S Logon required

M > ®gchnend @ Synchronized  TB-CLA10.178

> @ciknt (/] Synchronized  TB-CLA.10.178
Version: TB-CLM.10.033
[&] pone [T [ [ & Localintranet 7

7. Die Lizenz ist nun aktiviert und kann verwendet werden.
8. Fuhren Sie die Schritte im
e Abschnitt 4.2.2.2, “Installation eines CLAs”, auf Seite 54
auf dem zweiten Knoten aus, und flhren Sie die Schritte im
e Abschnitt 4.2.2.3, “Hinzufligen eines CLAs beim CLM”, auf Seite 58,

e Abschnitt 4.2.2.4, “Synchronisieren eines CLAs mit dem CLM”, auf Seite
60 und

e Abschnitt 4.2.2.5, “Aktivieren einer Lizenz fir einen CLA”, auf Seite 62

fir den zweiten Knoten aus.
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4.3 Durchfuhrung der Erstinstallation

In diesem Abschnitt wird die Durchflihrung der Erstinstallation beschrieben. Die
Reihenfolge der nummerierten Unterabschnitte (Abschnitt 4.3.1, “Hinweise zur
Installation”, auf Seite 68 bis Abschnitt 4.3.12, “Installationstyp fir die automa-
tische Spracherkennung”, auf Seite 83) spiegelt den tatsachlichen Installations-
ablauf wieder.

4.3.1 Hinweise zur Installation

Beachten Sie folgende Hinweise zur Installation:

68

Deaktivieren Sie vor Installationsbeginn die eventuell auf dem Zielcomputer
gestartete Antiviren-Software.

Stellen Sie sicher, dass ein HiPath License Management im Netzwerk
verfugbar ist und installieren Sie vor der Installation des XPR Servers einen
HiPath License Agent (siehe Abschnitt 4.2, “Installation des HiPath License
Managements (HLM)”, auf Seite 50).

Die Installationsquellen werden auf nur noch einem Installatinsmedium
ausgeliefert, auf dem die Installationsquellen fiir die XPR-Serversoftware,
Treiber, AddOns, Clientinstallationsprogamme und Sprachpakete fir zum
Beispiel Deutsch, Englisch (US), Englisch (UK), Franzésisch und Kanadisch-
Franzdsisch vorhanden sind .

Sollte der Zielcomputer nicht Gber einen Zugang fiir das Installationsmedium
verfigen, kdnnen Sie die Installation von einem beliebigen im Netzwerk
freigegebenen Laufwerk oder einer normalen Netzwerkfreigabe aus starten.

Installation von einer Netzwerkfreigabe aus

1. Kopieren Sie zunachst den gesamten Inhalt vom Installationsmedium in
ein eigenes Verzeichnis auf dieser Netzwerkfreigabe.

2. Starten Sie dann die Datei setup . exe in dem Verzeichnis auf der
Netzwerkfreigabe, in das Sie den Inhalt von dem Installationsmedium
kopiert haben.

In diesem Kapitel wird davon ausgegangen, dass noch keine XPR Kompo-
nenten auf dem Zielcomputer installiert sind.
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4.3.2 Anmeldekonto fiir XPR Dienste erstellen

Damit die notwendigen XPR Dienste im Clusterkontext laufen kénnen, miissen
sie mit einem Benutzerkonto gestartet werden, das auf allen Knoten des Clusters
existiert und identische Berechtigungen verleiht. Dieses Konto muss vom lokalen
Netzwerkadministrator angelegt und mit den erforderlichen Rechten ausgestattet
werden.

Das Benutzerkonto, das fur die Ausfihrung der Dienste angelegt wird, muss
mindestens folgende Bedingungen erfillen:

e Der Benutzer muss ein Domanenbenutzer sein und zur gleichen Domane
gehoren, in der der XPR Server installiert wird.

* Der Benutzer muss das Recht Log on as a service besitzen.

¢ Der Benutzer muss auf allen Knoten verfligbar sein, auf denen der XPR
Server installiert wird.

Diese Konto kann in Abschnitt 4.4.3, “Anmeldekonto fur XPR Dienste”, auf Seite
95 zur Aktivierung des Kontrollkastchens Assign an account to Xpressions
services verwendet werden (siehe auch Abschnitt 5.6, “Anmeldekonto fiir XPR
Dienste zuordnen”, auf Seite 144).

4.3.3 Einstellungen und Auswahl der Komponenten

1. SchlielRen Sie das XPR Installationsmedium an den ersten Knoten an. Bei
eingeschaltetem Autostart-Modus wird der Wrapper automatisch gestartet.

Wahlen Sie im Startmeni von Windows den Befehl Ausfiihren aus. Es 6ffnet
sich ein Dialog. Geben Sie
x:\XpressionsInstall\Cluster\clusterprep.exe in das Textfeld
Offnen ein, wobei x fiir den Laufwerksbuchstaben des Installationsmediums
bzw. des verbundenen Netzlaufwerks steht. Bestatigen Sie lhre Eingabe mit
OK. Geben Sie den Clusternamen ein, und bestatigen Sie |hre Eingabe mit
OK.

Alternativ dazu konnen Sie die Datei clusterprep. exe in einem Windows
Explorer starten.

HINWEIS: st der Autostart-Modus flir das Lesen externer Medien
abgeschaltet, fiihren Sie das Programm Setup . exe im Verzeichnis
x:\XpressionsInstall des Installationsmedium aus, um die Installation
zu starten. Dazu wahlen Sie im Startmeni von Windows den Befehl
Ausfiihren aus. Es 6ffnet sich ein Dialog. Geben Sie x:\XpressionsIn-
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stall\Setup in das Textfeld Offnen ein, wobei x fiir den Laufwerksbuch-
staben des Installationsmediums bzw. des verbundenen Netzlaufwerks steht.
Bestatigen Sie Ihre Eingabe mit OK.

Der Wrapper pruft, ob die benétigten C++ Redistributables bereits auf dem
Computer installiert sind. Die C++ Redistributable ermoéglichen die
Ausfiihrung von Programmen, die mit dem VC-Kompiler kompiliert wurden.

Sind die C++ Redistributables noch nicht installiert, werden deren Installation
gestartet und vollautomatisch ausgefiihrt und abgeschlossen.

3. Anschlielend wird folgender BegruRungsbildschirm angezeigt:

Der Begruf3ungsbildschirm wird nach einem Moment geschlossen und die
Installation wird mit der Installation des Lizenzservices fortgesetzt (siehe
Abschnitt 4.3.4, “Lizenzservice einrichten”, auf Seite 70).

HINWEIS: Alle C++ Redistributables miissen ebenfalls installiert werden, um
einen einwandfreien Betrieb des Lizenzservices zu gewahrleisten. Auf einem
Knoten missen alle C++ Redistributables manuell installiert werden.

4.3.4 Lizenzservice einrichten

Alle von lhnen erworbenen Lizenzen werden in einer Datei mit der Endung *.xm/
zusammengefasst und Uber das License Management bezogen.

WICHTIG: Sichern Sie die Lizenzdatei nach Erhalt auf einen externen Daten-
trager, und schitzen Sie diesen vor unbefugtem Zugriff oder unbeabsichtigter
Léschung.

70
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Mit Hilfe des Lizenzservices Uberprifen die installierten Serverkomponenten, ob
eine gultige Lizenz vorhanden ist.

Der Lizenzservice muss in die Ressource installiert werden (vgl. Abschnitt
4.3.4.1, “Installation des Lizenzservices im Cluster”, auf Seite 71), damit er auch
bei einem Failover verflgbar ist.

4.3.4.1 Installation des Lizenzservices im Cluster

Wenn Sie den Lizenzservice im Cluster installieren méchten, gehen Sie wie folgt
vor:

1. Markieren Sie die Option Neuinstallation des Lizenzservice.

2. Kilicken Sie auf die Schaltflache Next. Die Installationsroutine flir den Lizenz-
service wird gestartet und es wird folgender Dialog geoffnet:

LicenseSeryice - InstallShield Wizard [ %]

Welcome to the InstallShield Wizard for
LicenseService

The InstallShield® wizard will install LicenseService on
your computer. To continue, click Mest.

Cancel

3. Klicken Sie auf die Schaltflache Next.

Es wird folgender Dialog gedffnet:

LicenseSeryice - InstallShield Wizard B3
Choose Destination Location
Select folder where setup will install files. u n F H
Install LicenseService to:
c:\OpenScapetspry LChange... |
IrztallShield
< Back Cancel
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4. Klicken Sie auf die Schaltflache Change...

5. Stellen Sie sicher, dass sich der Zielordner der Installation auf dem Cluster-

72

laufwerk (typischerweise r :) befindet.

WICHTIG: Geben sie hier keinesfalls ein lokales Laufwerk als Zielpfad ein.
Die XPR-Installation muss auf dem Clusterlaufwerk vorgenommen werden,
damit die Anwendungen und Dienste allen Knoten des Clusters zur
Verfligung stehen.

Klicken Sie auf die Schaltflache Next.

Es wird folgender Dialog gedffnet:

HiPath License Manager Settings
Enter requested data. u n F H

Fleaze enter the connection data for the HiFath License Management.

IP address: IW
Fart: IW
Tirne out: |1 noo
Connection attempts: |5—

IrztallShield

< Back | Mest » I Cancel |

Wenn der CLA auf einem Rechner auf3erhalb der Clusterknoten installiert ist
(siehe Abschnitt 4.2.1, “Installation der CLAs aufRerhalb der Clusterknoten”,
auf Seite 51), geben Sie in das Feld IP-Adresse die IP-Adresse des
Rechners ein, auf dem der CLA lauft. Wenn der CLA auf beiden Cluster-
knoten installiert ist (siehe Abschnitt 4.2.2, “Installation der CLAs auf den
Clusterknoten”, auf Seite 51), geben Sie in das Feld IP-Adresse die IP-
Adresse der Ressource vom Typ IP Address der Gruppe fur den XPR-Server
ein.

WICHTIG: Geben Sie weder die IP-Adresse der Ressource vom Typ IP
Address der Clustergruppe noch die IP-Adresse einer der beiden Knoten ein.

Klicken Sie auf die Schaltflache Next>.

Wenn die Ports wahrend der Installation des CLMs unverandert geblieben
sind, kdnnen Sie hier die Einstellung fur den Port Gbernehmen. Der Time-out
im Feld Time-out wird in Millisekunden angegeben.

Es wird folgender Dialog gedffnet:
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LicenseSeryice - InstallShield Wizard B3
Ready to Install the Program
The wizard iz ready to begin installation. u n F H

Click Install to begin the installation.

If pou want to review or change any of your installation settings, click Back. Click Cancel to exit
the wizard.

|riztallShield

< Back Cancel

8. Kiicken Sie auf die Schaltflache Install.

Die Installation des Lizenzservices wird gestartet. Der Verlauf der Installation
wird in folgendem Dialog angezeigt:

LicenseSeryice - InstallShield Wizard B3

UN FYy

LicenzeService iz configuring your new software installation.

Installing License service

IrztallShield

Nachdem der Kopiervorgang abgeschlossen ist, wird folgender Dialog
geoffnet:
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10.

LicenseService - Installshield Wizard

InstallShield Wizard Complete

The InztallShield Wizard has successfully installed
LicenseService. Click Finish to exit the wizard.

< Back Cancel

Klicken Sie auf die Schaltflache Finish.

Es wird folgender Dialog geoffnet:

Wrapper E

\?/. The installation of the license service is completed. Would vou like ko install additional components?

Klicken Sie auf Yes, wenn Sie weitere Komponenten installieren wollen, wie
zum Beispiel die XPR Serversoftware.

Klicken Sie auf No, wenn neben dem Lizenzservice keine weitere Software
installiert werden soll.

AnschlieRend wird der Wrapper automatisch gestartet und Sie missen den
Servernamen angegeben werden (vgl. Abschnitt 4.3.5, “Servernamen
angeben”).
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4.3.5 Servernamen angeben

HINWEIS: Wenn die C++ 2008 Redistributable und der Lizenzservice bereits
installiert wurden, startet die Installation weiterer Komponenten mit diesem
Schritt.

Beachten Sie bei der Wahl des Servernamens folgende Punkte:

Der hier eingegebene Name kann nachtraglich nicht mehr geéndert
werden

Der Name darf keine Leerzeichen, Sonderzeichen wie ;, I, %, &, ... oder
Umlaute (3, 6, U) enthalten

Namen logischer XPR-Leitungen diirfen nicht verwendet werden. Zum
Beispiel werden ERGO, PhoneMail, VMS, COM, CON, FAXG3, FAXG4,
MWI, FOD, PlayWave und SMTP nicht akzeptiert.

Soll der XPR Server iber einen Remote System Link mit einem anderen XPR
Server verbunden werden, darf der hier gewahlte Name nicht langer als 11
Zeichen sein.

Es wird folgender Dialog gedffnet:

Wrapper E

Server name
Enter server name

Fleaze specify the server name. The name must congist of at least 3 characters and a
maximumm of 15 characters or digits.

Name of the PR SRV

< Back I Mest » I Cancel |

Geben Sie in das Feld Name of the XPR den gewlinschten Servernamen
ein.

Klicken Sie auf die Schaltflache Next.

Es wird ein Dialog geoffnet, in dem die zu installierenden Serversprachen
ausgewahlt werden (vgl. Abschnitt 4.3.6, “Serversprachen und Standard-
sprache auswahlen”).
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4.3.6 Serversprachen und Standardsprache
auswahlen

Alle unterstutzten Sprachen fur den XPR Server werden in jeweils einem Sprach-
paket ausgeliefert. Jedes Sprachpaket enthalt die notwendigen Dateien, um zum
Beispiel den Web Assistants oder das Voicemail-System in der entsprechenden
Sprache zur Verfiigung zu stellen.

Folgende Sprachen stehen zur Verfigung:
* Deutsch

» Britisches Englisch

e US Englisch

* Franzosisch

e |talienisch

* Niederlandisch

e Spanisch

* Portugiesisch

* Brasilianisches Portugiesisch
* Russisch

e Turkisch

e Spanisch (USA)

* Kanadisches Franzdsisch

* Slowenisch

Der Dialog zeigt alle verfligbaren Sprachpakete. Oberhalb der Liste wird die
Anzahl der erworbenen Sprachlizenzen angezeigt. Eine Sprachlizenz gilt fiir eine
beliebige Sprache.

Die hier ausgewahlte Standardsprache ist auch die Standardsprache der
Ansagen des Voicemailsystems ERGO, der Voicemailsysteme PhoneMail und
VMS und des Web Assistants.

Wenn weitere Sprachpakete installiert werden, kénnen die Benutzer sowohl den
Web Assistant als auch das TUI auf eine dieser Sprachen umschalten. Meldet
sich ein neuer Benutzer zum ersten Mal am Web Assistant an, erscheint die
Oberflache des Web Assistants und der TUI in der hier ausgewahlten Standard-
sprache.
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Es wird folgender Dialog gedffnet:

Serversprachen
Wwiahlen Sie die zu unterstiitzenden Sprachen u n F H

‘Wwiahlen Sie die zu unterstiitzenden Sprachen und bestimmen Sie die Standardzprache des
Servers.

Sprachlizenzen: 1000

Aktiv | Standardsprac... | Sprache -
I Deutzch
I [ Eritizches Englisch
I [ US-Englisch
I [ Franzosisch
I [ Italienisch |
— [ Migderlandisch
I [ Spanisch
I [ Partugiesizch
E [ Brazilianizches Portugiesisch LI

< Zurlick I WEiEr I Abbrechenl

Wahlen Sie in der Spalte Aktiv die Sprachen aus, die installiert werden
sollen. Achten Sie darauf, nur so viele Sprachen auszuwahlen, wie auch
Lizenzen zur Verfligung stehen.

HINWEIS: Sie missen mindestens eine Sprache auswahlen, sonst kdnnen
Sie die Installation nicht fortsetzen.

Markieren Sie in der Spalte Standardsprache die Sprache, die der XPR
Server als Standardsprache verwenden soll.

Klicken Sie auf die Schaltflache Weiter.

Es wird ein Dialog geoffnet, in dem Sie die Release Notes bestatigen missen
(vgl. Abschnitt 4.3.7, “Release Notes bestatigen”).

4.3.7 Release Notes bestatigen

In den Release Notes finden Sie unter anderem Informationen zu folgenden
Themen:

Build-Nummer der Software

Allgemeine Hardwarevoraussetzungen

Die neuesten Informationen zu Hochristungen
Beschreibung neuer Funktionen

Beschreibung von Bugfixes

Beschreibung der Testszenarien

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 77



Installation des XPR auf einem Clustersystem
Durchfiihrung der Erstinstallation

* Kompatibilitatsliste

1. Es wird folgender Dialog getffnet:

unrFy

Siemens Enterprise Comm™

Release Note
Release Note Version: V114 Document Owner: Peggy M

Product Name: Openscape Xpressions

Product-Version: V7 _|L|

[~ Ich habe die Release Notes gelesen
<zmick [ Weicr | Apbrechen |

Dieser Dialog stellt die Datei ReleaseNotes.rtf dar, die sich im
Verzeichnis x: \XpressionsInstall des Installationsmedium befindet,
wobei "x“ fir den Laufwerksbuchstabe des Installationsmedium steht

2. Lesen Sie die Release Notes. Uber die Schaltfliche Externer Viewer werden
die Release Notes in der Anwendung geoffnet, die im Betriebssystem flir den
Dateityp RTF registriert ist.

3. Markieren Sie die Checkbox Ich habe die Release Notes gelesen.
Daraufhin wird die Schaltflache Weiter aktiv.

Wenn Sie die Checkbox nicht markieren, bleibt die Schaltflache Weiter
deaktiviert und Sie konnen die Installation nicht fortsetzen.

4. Klicken Sie auf die Schaltflache Weiter, wenn Sie die Release Notes gelesen
haben.

Es wird der Dialog zur Auswahl der Systemkomponenten geoffnet (vgl. Abschnitt
4.3.8, “Systemkomponenten auswahlen”)
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4.3.8 Systemkomponenten auswahlen

In diesem Schritt werden die Komponenten des XPR Systems ausgewahilt, die
installiert werden sollen. Hierzu gehért die eigentliche XPR Serversoftware sowie
zusatzliche Ressourcen, wie Sprachpakete, und administrative Komponenten.

1. Es wird folgender Dialog geéffnet:

Bitte wahlen Sie die zu instalierenden Servercomponenten aus.
r~ Beschreibun
[ XPR-Server <] | steier e
XPR-Serve Basis-Komponenten des
.NET Framework 2.0x64 MRS Servers fir ISDN.
.NET Framework 4
[] HiPath CAP Fault Manager (SNMP Agent)
[] SSH Daemon
[Z] Zusatzliche Ressourcen
v Deutsche Sprachressourcen

US-englische Sprachressourcen

Franzdsische /kanadischfranzosische Sprachress:
Englische (GB) Sprachressourcen
Miederandische Sprachressourcen

ltalienische Sprachressourcen _ILI
| | »

<zimick [ Weier> | Abbrechen |

Sprachpakete, die Sie bereits in Abschnitt 4.3.6, “Serversprachen und
Standardsprache auswahlen” ausgewahlt haben, werden in diesem Dialog
markiert. Das Kontrollkastchen flr die Standardsprache, die Sie dort definiert
haben, wird hier grau dargestellt und kann nicht abgewahlt werden.

2. Stellen Sie sicher, dass nur die weiter unten in der Tabelle angegeben
Komponenten installiert werden.

WICHTIG: Aktivieren Sie nur die unten angegebenen Installationsoptionen
fur die Installation des XPR Servers in einem Clustersystem, da der XPR
Server in einem Cluster sonst gar nicht oder nur eingeschrankt funktioniert.
Alle weiteren Optionen missen deaktiviert werden.

In der folgenden Tabelle finden Sie Beschreibungen der Komponenten:

Server-Komponente Beschreibung

XPR Server Aktivieren Sie diese Option, damit der Wrapper die Instal-
lation des XPR Servers startet (vgl. Abschnitt 4.4.1,
“Features auswahlen”).

.NET Framwork 2.0 Diese Option installiert das .NET Framework 2.0.

Zusatzliche Ressourcen | Hier kdnnen Sie zusatzliche Sprachpakete fir die
Weboberflache und/oder die Telefon-Bedienoberflache
des Voicemail-Systems auswahlen.
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3. Kilicken Sie auf die Schaltflache Weiter.

Es wird der Dialog zur Auswahl der Clientapplikationen gedffnet (vgl.
Abschnitt 4.3.9, “Clientkomponenten auswahlen”).

4.3.9 Clientkomponenten auswahlen

Zu den Clientkomponenten gehoren der ACD Supervisor und der Application
Builder. In diesem Dialog kénnen Sie die Clientapplikationen auswahlen, die im
Anschluss an die Installation des XPR Servers auf dem Computer installiert
werden sollen. Welche Komponenten hier angeboten werden, hangt von den
erworbenen Lizenzen ab.

WICHTIG: Deaktivieren Sie alle angegebenen Installationsoptionen fiir die
Installation des XPR-Servers in einem Clustersystem, da der XPR-Servers in
einem Cluster sonst gar nicht oder nur eingeschrankt funktioniert. Siehe auch die
Liste der auf einem Knoten nicht zu installierenden Komponenten unter Punkt 4
auf Seite 24.

1. Es wird folgender Dialog getffnet:

unrFy

Bitte wahlen Sie die zu installierenden Client-Komponenten aus.

r~ Beschreibung
[Bcicis}

[ Application Builder

<zimick [ Weier> | Abbrechen |

2. Deaktivieren Sie fir die Installation des XPR-Servers im Clustersystem die
folgenden Clientkomponenten Uber das entsprechende Kontrollkastchen.

e Application Builder
3. Klicken Sie auf die Schaltflache Weiter.

Es wird ein Dialog zur Auswahl externer Software gedffnet (vgl. Abschnitt 4.3.10,
“Externe Software auswahlen”, auf Seite 81).
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4.3.10 Externe Software auswahlen

WICHTIG: In einem Clustersystem werden die Treiber fur die Kommunikations-
Hardware auf einem Satellitensystem installiert. Deshalb missen an dieser Stelle
alle externen Software-Module fiir die Installation deaktiviert werden. Siehe auch
Punkt 4a auf Seite 24.

1. Es wird folgender Dialog geoffnet:

Openscape Xpressions-Installation [ <]

Bitte wahlen Sie die zu installierende exteme Software aus.

r~ Beschreibung

5] | -
) Dialogic - Comet
) Dialogic / Nortel DMS-100/5L-100
() Dialogic / Andere TK-Anlagen
[Z] Sprachsynthese (Text4o-Spesch)
[J Nuance Vocalizer
[Z] Englisch (US)
[T Jil
[] Samantha
[J Tom
Z] Deutsch
[ Anna
[ Steff
[] Yannick LI

<zimick [ Weier> | Abbrechen |

2. Deaktivieren Sie Uber die Kontrollkastchen alle externen Software-Module.
3. Klicken Sie auf Weiter, um mit der Installation fortzufahren.

Es wird der Dialog flr die Installation des Acrobat Reader 9.0 gedffnet (vgl.
Abschnitt 4.3.11, “Acrobat Reader installieren”).

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 81



Installation des XPR auf einem Clustersystem
Durchfiihrung der Erstinstallation

4.3.11 Acrobat Reader installieren

WICHTIG: In einem Clustersystem wird der Acrobat Reader nicht verwendet.
Deaktivieren Sie deshalb an dieser Stelle alle Optionen und fahren Sie mit der
Installation fort.

1. Es wird folgender Dialog getffnet:

unrFy

Bitte wahlen Sie die zu installierende Dokumentation und Viewer-Software aus.

r~ Beschreibung

) Deutsch
) Englisch

<zimick [ Weier> | Abbrechen |

[

2. Deaktivieren Sie alle Sprachversionen fur den Viewer (Acrobat Reader).

3. Wenn Sie Uber eine Lizenz fir Automatic Speech Recognition verfligen,
erscheint die Schaltflache Weiter>. Bei der Clusterinstallation darf diese
Option allerdings nicht installiert werden und muss wie im nachsten Abschnitt
(vgl. Abschnitt 4.3.12, “Installationstyp fur die automatische Spracher-
kennung”, auf Seite 83) beschrieben deaktiviert werden.

4. Falls Sie Uber keine Lizenz fiir Automatic Speech Recognition verfiigen
erscheint die Schaltflache Install. In diesem Fall konnen sie den nachsten
Abschnitt Uberspringen und mit Abschnitt 4.4, “Installation des XPR Servers
und Konfiguration der Dienste”, auf Seite 85 fortfahren.

An diesem Punkt stehen dem Wrapper alle notwendigen Informationen zur
Verfligung, um die Installation der ausgewahlten Komponenten zu starten.
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4.3.12 Installationstyp fiir die automatische Spracher-
kennung

WICHTIG: Bei der Clusterinstallation wird diese Option nicht verwendet. Bitte
deaktivieren Sie alle Optionen, und fahren Sie mit dem nachsten Installations-
schritt fort. Siehe auch Punkt 4e auf Seite 25.

1. Es wird folgender Dialog geéffnet:

unrFy

Konfiguration des Installationstyps

r~ Beschreibung

[
") Nuance Recognizer
(#) Kein ASR
Z] Anwendung auswahlen
Evo
CallerGuide

< Zunick I Installieren I Abbrechen

2. Aktivieren Sie die Optionen Kein ASR.
3. Deaktivieren Sie alle weiteren Auswahlfelder.
4. Klicken Sie auf die Schaltflache Installieren.

Die Installation wird fortgesetzt.

WICHTIG: Die Installation der bisherigen Komponenten erfordert an dieser
Stelle unter Umstanden einen Neustart des lokalen Knotens. Falls eine entspre-
chende Aufforderung an dieser Stelle erscheint, ignorieren Sie diese bitte und
fuhren Sie zunachst den nachsten Schritt (Abschnitt 4.4, “Installation des XPR
Servers und Konfiguration der Dienste”, auf Seite 85) aus.

Starten Sie den Rechner erst nach Durchflihrung dieses Schrittes neu. Nach dem
Neustart und der Neuanmeldung wird die Installation der restlichen Kompo-
nenten automatisch fortgesetzt.
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4.3.13 Installation des Microsoft .NET Framworks

HINWEIS: Die Installation von Microsoft.Net Framework kann sich abhangig von
den ausgewahlten Komponenten im Installationsablauf verschieben.

1.

Der Installationsassistent fiir das Microsoft. NET Framwork 4 wird gestartet.
Der Endbenutzer-Lizenzvertrag wird gezeigt.

gMicrosoﬂ: NET Framework 4 - Setup [_ (D]
.NET Framework 4 - Setup N
Sie milssen den Lizenzbedingungen zustimmen, um den Yorgang Fortsetzen zu Micrasolt
kirnen, i T
:ERGANZENDE LIZENZBESTIMMUNGEN FUR MICROSOFT- ﬁl
SOFTWARE

™ Ith habe die Lizenzbedingungen gelesen und stimme ihnen zu. il il

Geschatzte Downloadgrélie: 0 ME
Geschatzte Downloadzeit: DFU: O Minuten

Breithand: 0 Minuten

Installieren | Abbrechen I

Aktivieren Sie das Kontrollkastchen Ich habe die Lizenzbedingungen
gelesen und stimme ihnen zu und klicken Sie auf die Schaltflache Instal-
lieren.

Nach der .NET Framework-Installation muss das System neu gestartet
werden.

Komponenten-Installationsprogramm

Fahren Sie jetzt das ‘Windows-Betriebzystem herunter.
Mach dezzen Meustart wird das Komponenten-lnstallationsprogramm mit der
Installation weiterer ausgewahlter K.omponenten fortfahren.

2. Klicken Sie auf die Schaltflache Neu starten.

84

Das System wird neu gestartet. Der Installationsvorgang wird automatisch
fortgefiihrt.
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4.4 Installation des XPR Servers und Konfiguration der Dienste

Nachdem Sie in Abschnitt 4.3, “Durchflihrung der Erstinstallation”, auf Seite 68
die gewlinschten Komponenten zu Installation ausgewahlt haben, werden die
entsprechenden Dienste und Softwarepakete nun installiert.

HINWEIS: In allen Dialogen kénnen Sie die Installation iber die Schaltflache
Cancel vorzeitig beenden.

1. Es wird folgender Dialog geéffnet:

‘Welcome to the InstallShield Wizard for
Xpressions

The InztallShield® ‘wizard will install X<pressions on your
computer. To continue, click Mest.

Cancel

2. Klicken Sie auf Next.

Es wird folgender Dialog gedffnet:

Choose Destination Location

Select folder where setup will install files. u n F H

Setup will inztall Xpressions in the following folder.

Ta inztall to this folder, click Mext. To install to a different falder, click Browse and select
another folder.

" Destination Folder

c:\OpenScapeispr Browse... |

IrztallShield

Cancel |
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3. Stellen Sie sicher, dass sich der Zielordner der Installation auf dem Cluster-
laufwerk (typischerweise r:) befindet.

WICHTIG: Stellen Sie sicher, dass das Laufwerk, auf dem die XPR Server-
software installiert wird, mindestens 10 GB groR ist.

Der Zielpfad darf keine Leerzeichen (z.B.
r:\OpenScape Xpressions\xpr) enthalten!

Installieren Sie die Software auf keinen Fall auf einer lokalen Festplatte,
sondern ausschlief3lich auf einem Cluster-Laufwerk.

4. Klicken Sie anschlieRend auf Next.

Es folgt nun ein Dialog, in dem Sie die zu installierenden XPR Systemkom-
ponenten und Dienste auswahlen missen (vgl. Abschnitt 4.4.1, “Features
auswahlen”, auf Seite 87).
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4.4.1 Features auswahlen

Der Installationsassistent bestimmt anhand der eingegebenen Lizenzschlissel
und der in lnrem Computer installierten Hard- und Software, welche Kompo-
nenten und Dienste in diesem Dialog angezeigt und zur Installation ausgewahit
werden kdnnen.

Wenn fiir eine Komponente eine ungiiltige Lizenz eingegeben wurde, wird diese
hier ebenfalls nicht angezeigt.

Die XPR Systemkomponenten sind thematisch zu Gruppen zusammengefasst.
Eine Gruppe kann Uber das Pluszeichen gedffnet und die darin enthaltenen
Komponenten angezeigt werden, bzw. (iber das Minuszeichen geschlossen
werden. Komponenten, die mit einem Hakchen markiert sind, werden installiert.

Die Markierung einer Komponente geschieht Giber einen Mausklick auf das
Kastchen vor dem Eintrag. Ein Mausklick auf eine bereits markierte Kompo-
nenten hebt die Markierung wieder auf, so dass diese Komponenten nicht instal-
liert wird.

1. Es wird folgender Dialog geoffnet:

Features wahlen

Die 2u instalierenden Features auswahlen. u n F H

wahlen Sie die Features, die Sie installieren michten, und [oschen Sie die Features, die Sie
nicht installieren michten.

r~ Beschreibung

Die K.emel-K.omponenten
MTA, InfoStor und XMRASve

CP/AP-Unterstitzung LA 4
) werden automatisch installiert.
[ atenbank-Anbindungsmodul Sie sind im rahen Unfeld des

[CIMoriitor-Ereignisanzsige Kemels angesiedelt und
Connection &PL werden i.d.R. immer benatigt.
iehste
[w]'wiebserver

| Internet-E-Mail Server | _ILI
4 »

1.76 GE des erforderichen Speicherplatzes auf dem C-Laufwerk,
11,26 GEB des verfigbaren Speicherplatzes auf dem C-Laufwerk.

IrnztallShield
< Zuriick | Wieiter » I Abbrechen
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Tabelle 4

88

2. Wahlen Sie die zu installierenden Komponenten aus. Die Komponenten-
auswahl ist in folgende Gruppen gegliedert.

In der folgenden Tabelle finden Sie Informationen zu allen Serverkompo-
nenten und Diensten. Die Spalte Entsprechende APL in der Tabelle gibt den
Namen des Windows-Dienstes wieder, der durch die Auswahl des Features
in der Spalte Feature erzeugt werden wird.

HINWEIS: Alle Komponenten, die in der folgenden Tabelle nicht aufgefihrt
sind, durfen bei der Clusterinstallation nicht ausgewahlt bzw. installiert
werden. Diese Komponenten missen auf Satelliten installiert werden.
Dienste, die aufgrund der Featureauswahl hier installiert werden, missen
spater entsprechend den Informationen in Tabelle 7 auf Seite 150 (fur
Windows Server 2003) bzw. Tabelle 12 auf Seite 253 (fir Windows Server
2008 R2 und Windows Server 2012 R2) als Ressourcen eingerichtet werden.

HINWEIS: Uberpriifen Sie die Freigabemitteilung, Abschnitt “Allgemeine
Einschrankungen”, daraufhin, ob bestimmte APLs Gberhaupt nicht freige-
geben sind (zum Beispiel WE2XT APL).

Feature

Beschreibung

Entsprechende
APL

Gruppe Kernel-Komponenten

Monitor

Der XPR-Monitor dient dazu, Status und Performance der einzelnen Kompo-
nenten des XPR Servers zu Uberwachen und eventuelle Fehlfunktionen
anzuzeigen. Weiterhin werden tber den XPR Monitor die einzelnen Kompo-
nenten konfiguriert. Der XPR Monitor sollte immer installiert werden.

Sie kdnnen den installierten XPR Monitor auch spater von einem anderen, im
Netzwerk angeschlossenen Windows-Rechner starten. Dazu wird das
entsprechende Installationsverzeichnis als Freigabe ,XPRMon* auf dem
Server-Computer zur Verfligung gestellt.

TCP/IP-Unter-
stutzung

Die Installation dieses Netzwerkprotokolls ist Grundvoraussetzung fur die
Verbindung der XPR-Clients mit dem Server-Computer.

XPR TCP/IP
Transport
Layer(tcpApl)

Monitor-Ereignis-
anzeige

Diese Softwarekomponente wird ohne Interaktion mit dem Benutzer instal-
liert; die Anwendung wird in die Liste der vom Server automatisch zu
startenden APLs aufgenommen.

Notification-Modul

Uber das Notification-Modul werden servergenerierte Benachrichtigungen
Uber neu eingetroffene Nachrichten (E-Mail,Fax oder Voicemail) an

Endgerate gesendet.

Die Benachrichtigung kann tber MWI, SMS oder durch einen Anruf vom
Voicemail-System (User Outcall) erfolgen.

XPR Notification
APL(NotApl)

Gruppe Dienste

Auswahl der Features
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Webserver * Web Assistant XPR Web
Uber das Webserver-Modul wird die webbasierte Anwendung APL(WebApl)
Web Assistant installiert, die den Benutzern Zugriff auf die eigene
Mailbox per Web-Browser ermdglicht. Weiterhin bietet der Web Assistant
umfangreiche Konfigurationsmadglichkeiten fir die Komponenten des
XPR-Systems.

* |ppAssistant
Xpressions-Client IP-Phone Assistant fir OpenStage-60-Telefon bzw.
OpenStage-80-Telefon. Lesen Sie hierzu auch Abschnitt A.6, “Installation
und Konfiguration des IppAssistants”, auf Seite 225.

¢ System Info SNMP Agent
Installiert den OpenScape Xpressions System Info SNMP Agent. Dieser
stellt diverse Systeminformationen Uber das Protokoll SNMP zur
Verfligung. Diese kdnnen dadurch im Common Management Platform
angezeigt werden. Voraussetzung ist ein installierter Windows SNMP-
Dienst. Naheres hierzu im Handbuch Server Administration im Abschnitt

SNMP-Agenten.
Internet E-Mail Die SMTP APL bietet neben dem Dienst SMTP (Simple Mail Transfer XPR Internet Mail
Server Protocol) weitere Dienste zum Versenden und Empfangen von E-Mail Gber | APL(SMTP APL)

das Internet. Dazu unterstiitzt die SMTP APL die Protokolle SMTP, POP3,
IMAP4 und VPIM (zur Vernetzung von Voicemail-Servern).

Damit die SMTP APL funktionieren kann, muss auf dem Computer ein instal-
liertes TCP/IP-Netzwerkprotokoll und eine Verbindung zum Internet
vorhanden sein. Ebenfalls muss der Windows-eigene SMTP Server vor der
Installation des XPR Systems deinstalliert sein (siehe hierzu Abschnitt 3.1.3,
“Uberpriifung der Windows-Server-2003-Einstellungen”, auf Seite 32).

Faxserver Fax-On-Demand

Mit dieser Option lasst sich ein Faxabrufservermodul installieren. Dieses lasst
sich innerhalb einer Telematik-APL als Protokoll hinzufiigen. AnschlieRend
kdénnen entsprechende Fax-Abrufdokumente hinterlegt werden.

Tabelle 4 Auswahl der Features
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Voicemailserver

Ein Voicemailserver ist eine IVR-Anwendung, die als Protokoll in einer
Telematik-APL eingebunden wird. Uber das Installationsprogramm lassen
sich die folgenden Voicemailserver direkt installieren:

Hinweis:
PhoneMail, VMS und ERGO diirfen in den Sprachen D, US und UK nicht
parallel installiert werden.

* Unified Messaging Voicemail (ERGO)
ERGO ist die modernste Form eines Voicemailservers und wird insbe-
sondere verwendet, wenn man True Unified Messaging einsetzen will (vgl.
Handbuch XPR ERGO-Voicemailsystem).

* PhoneMail
PhoneMail wurde als Telefon-Bedienoberflache dem urspriinglich in den
USA auf einer eigenen Hardware entwickelten PhoneMail nachempfunden
(vgl. Handbuch OpenScape Xpressions PhoneMail).

« VMS
VMS wurde als Telefon-Bedienoberflache von der hardwarebasierten
Hicom 300-Version weiterentwickelt (vgl. Handbuch OpenScape Xpres-
sions VMS-Voicemailsystem).

* Voicemail (AMIS)
AMIS ist ein analoges Protokoll fir den Austausch von Voicemails
zwischen Voicemailservern.

¢ Umwandlung von Sprache zu Text(“Speech to Text”)
Stellt Giber “Voicemail to Text” Transkriptionen von Sprachaufnahmen her.
Der transkribierte Text wird zusammen mit der Voicemail gesendet.

Pager Unterstutzung zum Versenden von Benachrichtigungen an Pager.
Voice Guide Installiert das VOGUE-Skript, mit dem eine automatische Telefonvermittlung
(Automated Attendant) realisiert, sowie IVR-Anwendungen erstellt werden
kdénnen, welche die Steuerung von Benutzerfunktionen per Stimme oder
Wahltdnen (DTMF) erlauben.
Web Service SOAP-Webdiensteanbieter XPR Xml
Provider APL(XmIApl)

Single Number

Die Single Number-Funktion kann verwendet werden um die Fax-, Voice- und
Telefonrufnummern eines Benutzers Uber eine einzige Rufnummer zu
erreichen.

Short Message
Service

Installiert den SMS Connector, mit der es mdglich ist, SMS-Nachrichten zu
senden und zu empfangen.

Gruppe Telematikhardware
(Diese Auswahl wird nur angezeigt, wenn die entsprechenden Treiber installiert wurden.)

Tabelle 4
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ISDN-Hardware Hieruber werden die installierten Dialogic/Eicon-ISDN-Karten angesprochen. | XPR Isdn
Sowohl digitales FaxG4 als auch analoges FaxG3 sind mdglich. Ebenso kann | APL(IsdnApl)
ein Faxabrufserver eingerichtet werden. Weitere Optionen sind Voicemail-
server und XPR Server/Server Kopplung tGber ISDN.

Hinweis: Die IsdnApl darf nur ohne TTS und ohne ASR auf dem Cluster
installiert werden. Eine IsdnApl mit TTS oder ASR darf nur lokal auf einem
oder beiden Knoten oder auf einem Satellitenrechner installiert werden.
TTS und ASR sind nur fur bestimmte Betriebssysteme und nur auf realer
Hardware oder auf VMware ESX 4.0 freigegeben. Welche Betriebssysteme
zugelassen sind entnehmen Sie bitte der OpenScape Xpressions Freigabe-
mitteilung.

¢ Fax G3 Post Dial
Mit dem FaxG3PD-Skript ist es mdglich, Faxe an Adressen mit
Automated-Attendant-Lésungen zu schicken, auch wenn Durchwahl-Infor-
mationen (Direct inward dialing) beim Ziel nicht verfiigbar sind. Stellen Sie
sicher, dass nach der Installation des XPR die in beschriebenen Schritte
durchgeflhrt werden.

IP-Telefonie Voice-over-IP-Anbindung. Hier kénnen IVR-Anwendungen an Durchwahl- XPR ip APL(ipApl)
nummern gebunden werden, die dann Uber Voice-over-IP angesprochen
werden.

Eine IP-APL kann parallel zu einer ISDN-APL auf einem Rechner betrieben
werden.

Eine IP-APL kann nicht parallel zwei Protokolle der Infrastrukturschicht (z. B.
H.323, CorNet-IP oder SIP) unterstiitzen. Es sind aber z. B. die folgenden
Szenarien mdglich, sofern die erwahnten Protokolle von der angebundenen
TK-Anlage unterstiitzt werden:

« Paralleler Betrieb von Voice und T.38-Fax Uber H.323

 Paralleler Betrieb von Voice und T.38-Fax tber SIP

 Paralleler Betrieb von Voice und G.711-Fax Gber H.323

« Paralleler Betrieb von Voice und G.711-Fax tber SIP

Details hierzu finden Sie im Handbuch OpenScape Xpressions Server
Administration.

Hinweis: Die IpApl darf nur ohne TTS und ohne ASR auf dem Cluster instal-
liert werden. Eine IpApl mit TTS oder ASR darf nur lokal auf einem oder
beiden Knoten oder auf einem Satellitenrechner installiert werden.

TTS und ASR sind nur flr bestimmte Betriebssysteme und nur auf realer
Hardware oder auf VMware ESX 4.0 freigegeben. Welche Betriebssysteme
zugelassen sind entnehmen Sie bitte der OpenScape Xpressions Freigabe-
mitteilung.

Gruppe IP-/Telefonanlagenintegration

CTI Computer Anbindung fur CTI-Client Anwendungen an diverse Telefonanlagen (sieche | XPR Cti APL(CtiApl)
Telefonie Integ- Hardware Compatibility List). Dies setzt im Normalfall voraus, das der CTI-
ration Link in der Telefonanlage freigeschaltet wurde und der eventuell vom Telefo-
nanlagenhersteller zu beziehende CTI-Treiber vorher installiert worden ist.
CSTA-Protokoll Diese Option installiert die CSTA-Protokollschnittstelle. XPR Csta
Apl(CstaApl)

Gruppe Messaging und Verzeichnisintegration

Tabelle 4 Auswahl der Features
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LDAP-Verzeichnis-
synchronisation

Die LDAP-Verzeichnissynchronisation muss zur Nutzung des Active
Directory Services in Verbindung mit dem Microsoft Exchange 2003
Connector bzw. Microsoft Exchange 2007 Connector installiert werden.

XPR Ldap
APL(LdapApl)

MS Exchange
2003 Connector

Diese Komponente stellt das Gateway zu Microsoft Exchange 2003 dar.

XPR Exchange
Connector for i386
(<XPR
Servername>:
<Exchange 2003
Servername>)
Hinweis: Dies ist die
Exchange APL.

MS Exchange
TUM Connector

Zusatzlicher Connector, der True Unified Messaging bei einer Microsoft-
Exchange-2003- oder -2007-Anbindung ermdglicht.

XPR Exchange UM
APL

Lotus Notes
Gateway

Diese Dateien enthalten das eigentliche Gateway zu Lotus Notes. Dieses
erfordert einen installierten Lotus Notes Client in der Version 6 oder héher auf
dem XPR Server.

Achtung: Fuhren Sie vor der Installation des Lotus Notes Gateways
Handlungsanweisungen durch, die im Installations- und Administrations-
handbuch OpenScape Xpressions Lotus Notes Gateway beschrieben sind.

XPR Lotus Notes
APL(LNApI)

Lotus Notes rUM
Gateway

Zusatzlicher Connector, der True Unified Messaging bei einer Lotus Notes-
Anbindung ermdglicht.

XPR Lotus Notes
UM APL(LnUmApI)

MS Exchange
2007 Connector

Diese Komponente stellt das Gateway zu Microsoft Exchange 2007 dar.

XPR Exchange
Connector for i386
(<XPR
Servername>:
<Exchange 2007
Servername>)
Hinweis: Dies ist die
Exchange 2007
APL.

Gruppe Presence Unterstiitzung

Presence APL

Durch die Presence-Funktion erhalten Sie direkt Informationen zum System-
Telefon- und Arbeitsstatus ausgewahlter Benutzer und kdnnen selbst lhren
Arbeitsstatus fir andere Benutzer angeben. Die Presence APL wird
auRerdem fir den Webkonferenz-Server und fir Instant Messaging mit
optiClient 130 bendtigt

XPR Presence
APL(PresenceApl)

Gruppe CRM/ERP Integration

SAPconnect Diese Komponente installiert das Unified Messaging Gateway zu SAP R/3 | XPR SAP R/3 APL
Uber die SAPconnect-Schnittstelle. (SapR3Apl)
WICHTIG: Die Installation dieser APL auf einem Windows Cluster ist nur
projektspezifisch freigegeben.
Tabelle 4 Auswabhl der Features
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SAPphone(CTlI)

Bei SAPphone handelt es sich um eine Schnittstelle unter SAP R/3, die den
SAP-Benutzern CTI-Funktionen zur Verfligung stellt. Die XPR-SAPphoneko-
mponente dient dabei sowohl als SAPphone Server als auch als SAPphone
Client und setzt die entsprechenden Funktionsaufrufe vom SAP-System in
XPR Transaktionen fiir einen CTI-Provider um, also zum Beispiel die CTI
APL.

WICHTIG: Die Installation dieser APL auf einem Windows Cluster ist nur
projektspezifisch freigegeben.

XPR SAPphone
APL(SAPphoneApl)

Gruppe ACD/Call-Center

Virtual Machine
(VM)

Die VM APL beinhaltet eine virtuelle Maschine zur Ausfiihrung von Skripten,
die in der Programmiersprache E implementiert sind. Fur die Call Center-
Funktionen wird dazu das E-Skript ACD. e in der APL ausgefihrt.

XPR VM
APL(VMApI)

Agentenmana-
gement

Installiert das AMG-Skript, mit dem es einem Call Center-Agenten mdglich ist,
per Telefonanruf seinen aktuellen Bereitschaftsstatus (An-/Abmelden, Bereit,
Pause etc.) und Angaben zur Erreichbarkeit (z.B. seine Telefonnummer)
abzufragen und zu &ndern. Primar findet das AMG-Skript seine Anwendung
bei Heim-Agenten, die ihren Bereitschaftsstatus nur per Telefonsteuerung
andern koénnen.

ACDLoop

Das ACDLoop-Skript ist eine Ansagensteuerung fir Wartefelder im Call
Center. Es wird bendétigt, wenn das Wartefeld nicht mit dem VOGUE-Skript,
sondern Uber die UCD-Hardware einer HiPath 3xxx-Telefonanlage realisiert
wird.

Frage & Antwort

Uber die Funktion Frage & Antwort lasst sich ein Gesprachsleitfaden
aufbauen, der als HTML-Seite bei einem eingehenden Anruf in einem
Browser auf dem Bildschirm eines Call Center-Agenten erscheint. In dieser
HTML-Seite kdnnen z.B. Eintrage vorgenommen und in einer Datenbank
gespeichert werden (z.B. eine Kundendatenbank im Microsoft-Access
Format).

Gruppe Add-Ons/Tools

Dateischnittstelle

Allgemeine Dateischnittstelle zur Erzeugung von Gateways zu anderen
Systemen. Anwendungsfélle sind zum Beispiel das reine Fax-Gateway
mittels SAPcomm zu SAP R/3, die Gateways zu Novell Groupwise oder HP
Open Mail und die Anbindung des HP Digital Sender.

XPR Filelnterface
APL(FiApl)

Druckmodul

Um vorhandene Netzwerkdrucker als Ausgabegerat fiir automatische Kopien
von ein- oder ausgehenden Fax-Dokumenten bestimmen zu kénnen, mussen
diese Dateien fur die Installation ausgewahlt werden; die Print-APL ermdg-
licht auch den Druck von E-Mails oder Faxdokumenten von der Telefon-
Bedieneroberflache aus.

XPR Printer
APL(PrintApl)

V.24-Unter-
stlitzung

Diese Dateien werden bendtigt, wenn Sie Protokolle Gber analoge Modems
betreiben mdchten. Eine mégliche Anwendung ist z.B. das Einschalten von
Lampen am Telefon zur Benachrichtigung bei neuen Nachrichten mit einigen
alteren Telefonanlagen.

XPR Serial
APL(V24Apl)

Hilfsprogramme

Einige Hilfsprogramme, die im Verzeichnis <XPR Install>\SDKTools installiert
werden.

‘Lear’-Testmodul

Lear ist ein Modul, mit dem sich automatisiert Nachrichten und Transaktionen
zu Testzwecken generieren und versenden lassen.

XPR Lear APL(Lear)
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Print Output Print-Output-Management. Die LPR APL dient zur Ausgabe von Dokumenten | XPR Lpr
Management Uber das LPR-Protokoll nach RFC 1179 an eine grof3e Menge an gleichar- | APL(LprApl)
tigen Druckern bzw. Multifunktionsgeraten.
Tabelle 4 Auswahl der Features
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3. Kilicken Sie anschliefend auf Next.

Es folgt der Dialog zur Auswahl der Verzeichnisse fiir die Datenbank und den
Dokumentenspeicher (vgl. Abschnitt 4.4.2, “Ordner fiir Datenbank und
Dokumentordner auswahlen”, auf Seite 94).

4.4.2 Ordner fiir Datenbank und Dokumentordner
auswahlen

In diesem Dialog werden der Ordner flr die Datenbank und der Dokumentordner
angegeben. Es werden fiir beide Ordner Standardvorgaben vorgeschlagen.

WICHTIG: Der Zielpfad darf keine Leerzeichen (z.B.

r:\OpenScape Xpressions\xpr) enthalten! Stellen Sie weiterhin sicher,
dass der Dokumentenordner und der Datenbankordner auf dem Clusterlaufwerk
liegen.

Der Datenbankordner muss auf der einem Cluster-Laufwerk liegen und darf
keinesfalls auf einer lokalen Festplatte liegen. Er enthalt die Datenbank mit
Benutzerdaten, Kurzruf- und Rundsendelisten.

Der Dokumentordner muss ebenfalls auf dem Cluster-Laufwerk liegen und darf
keinesfalls auf ein lokales Laufwerk eingestellt werden. Im Dokumentordner
werden alle ein- und ausgehenden Dokumente gespeichert. Nach einer einstell-
baren Zeitspanne bzw. bei Eintreffen bestimmter Bedingungen werden die
Dokumente automatisch geldscht.

HINWEIS: Die Grofie des bendtigten Festplattenspeichers ist abhangig von der
Anzahl der ein- und ausgehenden Dokumente und der Zeitspanne, bis
Dokumente automatisch geléscht werden. Prifen Sie regelmaRig, insbesondere
in der Anlaufphase, ob ausreichend Festplattenplatz zur Verfigung steht, und
vergroRern Sie diesen wenn nétig.
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1. Es wird folgender Dialog geoffnet:

Xpressions

Special folders

. : X
Specify separate folders for database and document storage. u n F H

User data, abbreviated dialing lists and journal databases are stored in the database folder.
Since these databazes lend themselves for compression, it iz advizable to activate this

‘Windows option on fast systems.,

Databaze folder: r:4OpenScapetsprilnfoStor Browse... |

The document storage folder contains temporary copies of all zent and received documents.
Mote that servers with a high data transfer rate may require a large amount of hard disk storage

3pace.

Document folder: r:4OpenScapetspriFolders Browse... |

IrztallShield

< Back | Mest » I Cancel |

2. Geben Sie im Feld Database folder den Datenbankordner an oder akzep-
tieren Sie die Vorgabe. Uber die Schaltflaiche Browse... kdnnen Sie einen
Ordner im Dateisystem lokalisieren und auswahlen.

3. Geben Sie im Feld Document folder den Dokumentordner an oder akzep-
tieren Sie die Vorgabe. Uber die Schaltflache Browse... kdnnen Sie einen
Ordner im Dateisystem lokalisieren und auswahlen

4. Klicken Sie auf Next.

4.4.3 Anmeldekonto fiir XPR Dienste

Die Komponenten des XPR werden als Dienste gestartet.

1. Wenn Sie das Kontrollkastchen Xpressions-Dienste ein Konto zuweisen
aktivieren, mussen spater (siehe Abschnitt 5.6, “Anmeldekonto flir XPR
Dienste zuordnen”, auf Seite 144) die XPR-Dienste nicht manuell dem
Anmeldekonto zugeordnet werden.

2. Geben Sie im Feld Benutzername das Benutzerkonto ein, unter dem diese
Dienste gestartet werden sollen. Dieses Benutzerkonto muss die in Abschnitt
4.3.2, “Anmeldekonto fir XPR Dienste erstellen”, auf Seite 69 beschriebenen

Bedingungen erfillen.
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Openscape Xpressions E
Dienstekonto zuweisen
‘wahlen Sie ein vorhandenes Windows-K.onto fur u n F H

Hpressions-Dienste aus,

Bitte wahlen Sie ein vorhandenes Windows-Benutzerkonto aus, das beim Starten der Dienste
zur Authentifizierung venwendet wird.

[V Xpressions-Diensten ein Konto zuweizen

Benutzername: I Benutzer suchen... |

Kennwort: I

IrnztallShield

< Zuriick | Wieiter » I Abbrechenl

3. Geben Sie im Feld Kennwort das Passwort dieses Kontos ein.
4. Klicken Sie auf Weiter >.

Es folgt der Dialog zur Auswahl des Standard-Sprachkodierungsformats (vgl.
Abschnitt 4.4.4, “Standard-Sprachkodierungsformat auswahlen”, auf Seite 97).
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4.4.4 Standard-Sprachkodierungsformat auswahlen

In diesem Schritt wird die in lhrem Land verwendete Kodierung fiir Sprachdateien
eingestellt. Es stehen folgende Kodierungen zur Auswahl:

Kodierung |Beschreibung

A-Law wird hauptsachlich in Europa verwendet

p-Law wird hauptséachlich in den USA, Kanada, Mexico, Hong Kong, Japan und
Taiwan verwendet

1. Es wird folgender Dialog geéffnet:

Sprachformat
Bitte wahlen Sie hier daz Standard-Sprachformat, u n F H

Bitte wahlen Sie hier daz Standardsprachformat.

* Alaw
© pLaw [USA)

IrnztallShield

< Zuriick | Wieiter » I Abbrechenl

2. Wahlen Sie fiir das Sprachformat die Option A-Law aus.

Beachten Sie, dass der Registrierungsdatenbankschlissel VoiceRecFormat
vom Typ REG_DWORD den Codec festlegt, den die IP APL fiir Aufnahmen
verwendet. Die folgenden Werte sind moglich:

e 0x02000000 (33554432): A-Law, Abtastrate 8 kHz, mono

e 0x10000000 (268435456): u-Law, Abtastrate 8 kHz, mono

o Oxffffffff (4294967295): PCM (Normales WAYV), Abtastrate 8kHz, mono
Letzterer ist der Standardwert.

Soll das betreffende Standardverhalten geandert werden, muss dieser
Schlissel zuerst manuell in der Registrierungsdatenbank angelegt werden.

Weitere Informationen zu diesem Schllssel entnehmen Sie bitte dem
Handbuch OpenScape Xpressions Server Administration.

3. Kilicken Sie anschlielend auf Weiter.

Der Dialog zur Auswahl des Programmordners wird angezeigt (vgl. Abschnitt
4.4.5, “Programmordner auswahlen”, auf Seite 98).
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4.4.5 Programmordner auswahlen

Im Programmordner werden die Symbole zum Starten und Stoppen des XPR
Servers und das Symbol zum Starten des Monitors abgelegt.

1. Es wird folgender Dialog getffnet:

Select Program Folder

Fleaze select a program folder.

unry

Setup will add program icons ta the Program Folder listed below. Y'ou may type a new folder
name, or select one from the existing folders list. Click Next to continue.

B Folder:

Eisting Folders:

Adiristrative Tols
Startuy

p
Trend Micra OfficeScan Client

IrztallShield

< Back | Mest » I Cancel |

2. Geben Sie den gewtlinschten Namen des Programmordners ein oder akzep-

tieren Sie die Vorgabe.

Im Feld Existing Folders werden alle bereits vorhandenen Programmordner
angezeigt und kénnen ausgewahlt werden, so dass die XPR Symbole in
diesem Ordner abgelegt werden. Wir empfehlen jedoch, die vorgeschlagene
Bezeichnung zu Gbernehmen, um die spatere Systempflege zu erleichtern.

3. Kilicken Sie anschliefend auf Next.

Es wird der Dialog zur Bestimmung der Authentifikationsmethode angezeigt (vgl.
Abschnitt 4.4.6, “Benutzerauthentifikation einrichten”, auf Seite 99).

A31003-S2370-J101-12-31, 11/2014

98 OpenScape Xpressions V7 Cluster Installation, Installationsanleitung



Installation des XPR auf einem Clustersystem
Installation des XPR Servers und Konfiguration der Dienste

4.4.6 Benutzerauthentifikation einrichten

OpenScape Xpressions bietet zwei Authentifikationsmethoden, mit denen sich
Benutzer am System anmelden kénnen:

Login liber das Windows Benutzerkonto

Dies ist die Standardmethode fur die Installation des XPR-Servers auf einem
Einzelserver. Bei dieser Authentifikationsmethode wird das Windowskonto des
Benutzers fiir die Authentifikation gegentiber dem XPR Server verwendet. Alle
kennwortspezifischen Funktionen im XPR Server werden deaktiviert. Wird diese
Option ausgewahlt, missen als nachster Installationsschritt die Windowskonten
ausgewahlt werden die als XPR Administrator bzw. XPR Postmaster dienen
sollen.

WICHTIG: Eine nachtragliche Anderung zum Login (iber das XPR Konto ist nicht
moglich.

Login iiber XPR Konto (Benutzername + Passwort (PIN))

Bei dieser Authentifikationsmethode werden Benutzerkonten fiir den XPR
Administrator und den XPR Postmaster in der XPR Datenbank angelegt. Es ist
moglich, im Nachhinein fiir bestimmte Benutzer trotzdem die Authentifikation
Uber das Windows Benutzerkonto zu aktivieren. Als nachster Installationsschritt
mussen jeweils Namen und Kennwort fir den Administrator und den Postmaster
des XPR Servers angegeben werden (vgl. Abschnitt 4.4.6.1, “Login Uber XPR
Konto”, auf Seite 100).

1. Es wird folgender Dialog geoffnet:
Benutzer-Authentifizierung
Wighlen Sie die Art der Authentifizierung u n F H

Wwighlen Sie eine Authentifizierungsmethode. Sie haben die W ahl zwischen der Anmeldung mit
Ihrem ‘windows-Benutzerkonto oder der Anmeldung mit dem Benutzernamen und Kennwort
des #¥pressions-Systems.

& apmeldung Liber Windows-Benutzerkonto

" Anmeldung liber ¥pressions Konto [Benutzername+K.enrwaort (PIN]]

IrnztallShield

< Zuriick I Wieiter » | Abbrechenl

2. Wahlen Sie die zweite Option Anmeldung liber Xpressions Konto (Benut-
zername+Kennwort(PIN)) und klicken Sie anschlieRend auf Weiter >.
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4.4.6.1 Login uber XPR Konto

Wenn Sie diese Authentifikationsmethode ausgewahlt haben, miissen Sie
jeweils Namen und Kennworter flir den Administrator und den Postmaster
(Vermittlung) des XPR Servers angeben.

Beide XPR Benutzer werden in der XPR Datenbank angelegt und authentifi-
zieren sich in Zukunft Gber XPR Mechanismen. Es ist moglich, zu einem spateren
Zeitpunkt auf Windowsauthentifikation zu wechseln. Lesen Sie hierzu das
entsprechende Kapitel im Handbuch OpenScape Xpressions Web Assistant.

HINWEIS: Die Benutzerkonten fur Administration und Vermittlung (siehe Benut-
zerkonto fur den Postmaster einrichten auf Seite 102) werden nicht nur in der
Datenbank abgelegt, sondern ebenfalls verschlisselt in der Registrierungsda-
tenbank von Windows gespeichert. Bei einem Totalausfall der Datenbank (z.B.
wegen eines Festplattencrashs) werden die in der Registry abgelegten Informa-
tionen herangezogen, um diese Benutzerkonten wiederherzustellen.

Spatere Kennwortidnderungen werden in der Windows-Registrierungsda-
tenbank NICHT gepflegt. Fiir eine Wiederherstellung nach einem Total-
ausfall wird immer das hier eingegebene Kennwort benétigt.
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Benutzerkonto fiir den XPR-Administrator einrichten

Das Benutzerkonto fur den Administrator wird zur Konfiguration und zur spateren
Administration des Systems verwendet. Wir empfehlen, den vorgeschlagenen
Benutzernamen beizubehalten.

1. Es wird folgender Dialog geoffnet:

Spezielle Benutzerkonten
Geben Sie die Daten fiir die speziellen Benutzerkonten ein u n F H

Bitte geben Sie den Xpressions-Benutzernamen und das Kennwart fuir den Administrator an.
‘Wiederholen Sie das Kennwort zur Bestatigung. Dieser Benutzer besitzt alle Zugriffsrechte fiir
den Xpressions.

Benutzername: IADMINISTHATDH

Kennwort: I

Kenmwort bestatigen: I

IrnztallShield

< Zuriick | Wieiter » I Abbrechenl

2. Geben Sie im Feld Kennwort das Kennwort fir das Administratorkonto ein.
Wahlen Sie ein mdglichst komplexes Kennwort, um einen Missbrauch dieses
Kontos zu verhindern.

3. Geben Sie das gewahlte Kennwort im Feld Kennwort bestatigen erneut ein,
um zu vermeiden, dass ein spaterer Zugriff wegen eines Tippfehlers
unmaglich wird.

4. Klicken Sie auf Weiter.

Es wird der Dialog zur Einrichtung des Benutzerkontos fir den Postmaster
geoffnet (vgl. folgender Abschnitt).
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Benutzerkonto fiir den Postmaster einrichten

Der Postmaster (Vermittlungsplatz) erhalt alle eingehenden Dokumente, die nicht
zustellbar sind, weil zum Beispiel die Adresse nicht existiert. Es kdnnen
sogenannte Alarmregeln definiert werden, die nach Ablauf einer bestimmten Zeit
automatisch eine Kopie von nicht gelesenen Dokumenten an den Vermittlungs-
platz senden (vgl. Abschnitt ,Message Transfer Agent” (MTA) des Handbuchs
OpenScape Xpressions Server Administration.

Dem Vermittlungsplatz muss spater Uber die Benutzeradministration eine
Rufnummer (Feld Voice) zugeordnet werden, damit Benutzer aus der Telefonbe-
dienoberflache (ERGO, PhoneMail oder VMS) zur Vermittlung umleiten kdnnen.

Der Name des Kontos kann nicht geandert werden.

1. Es wird folgender Dialog gedffnet:

Spezielle Benutzerkonten
Geben Sie die Daten fiir die speziellen Benutzerkonten ein u n F H

Bitte geben Sie daz »pressions-Kennwort fur das Yemittlungskonto ein. Wiederholen Sie die
Eingabe zur Bestatigung. Alle eingehenden Dokumente, die nicht zustellbar gind, werden
diesem Benutzer zugestellt.

Benutzername: IPDSTMASTEH

Kennwort: I

Kenmwort bestatigen: I

IrnztallShield

< Zuriick | Wieiter » I Abbrechenl

2. Geben Sie im Feld Kennwort das Kennwort flir das Postmasterkonto ein.
Wahlen Sie ein mdglichst komplexes Kennwort, um einen Missbrauch dieses
Kontos zu verhindern.

3. Geben Sie das gewahlte Kennwort im Feld Kennwort bestatigen erneut ein,
um zu vermeiden, dass ein spaterer Zugriff wegen eines Tippfehlers
unmdglich wird.

4. Klicken Sie auf die Schaltflache Weiter.

Es wird ein Dialog mit einer Zusammenfassung der Angaben und Einstellungen
angezeigt (vgl. Abschnitt 4.4.7, “Zusammenfassung der Angaben und Einstel-
lungen”, auf Seite 103).
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4.4.7 Zusammenfassung der Angaben und Einstel-

lungen

In diesem Dialog kénnen Sie die in den vorigen Dialogen gemachten Angaben

und Einstellungen Uberprifen.

1. Es wird folgender Dialog geéffnet:

Openscape Xpressions E

Kopiervorgang starten

Einzstellungen vor dem K.opieren Lberpriifen.

unrFy

Zum Kopieren der Programmdateien sind genug Informationen vorhanden. Klicken Sie auf
Zurlick', wenn Sie die Einstellungen Liberprifen oder andern mochten. Wenn Sie mit den
Einztellungen zufrieden sind, klicken Sie auf “eiter', um die Dateien zu kopieren.

Aktuelle Einstellungen:

Zielordner: c:\OpenScape=prh
Folgende K.omponenten werden inztalliert:
Kemel-K.omponenten.
I anitor
TCRAP-Unterstiitzung

Connection APL
ucc

PostgreSOL

Kl

IrnztallShield

[ratenbank-Anbindungsmadul

Wwebkonferenz-Server

i

o

< Zuriick I Wieiter » I Abbrechenl

2. Prifen Sie, ob alle Einstellungen und Angaben korrekt sind.

Uber die Schaltflache < Zuriick kdnnen Sie zu bereits bearbeiteten Dialogen
zurlckkehren, um fehlerhafte Einstellungen oder Angaben zu korrigieren.

3. Klicken Sie auf die Schaltflache Weiter, wenn alle Angaben und Einstel-

lungen korrekt sind.

Der Installationsvorgang wird gestartet und die notwendigen Dateien werden
kopiert. Der Status der Installation wird in folgendem Dialog angezeigt:

Server Installation - InstallShield Wizard [ %]

Setup Status

unry

Hpressions iz configuning your new software installation.

Installing K.ernel Components

r:4\OpenScapetspriresiconverthghostzcrpthfontb01 807 5l pfm

IriztallShield

Lesen Sie weiter in Abschnitt 4.4.8, “Einrichtung der XPR Serverkomponenten

und Dienste”, auf Seite 104.
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4.4.8 Einrichtung der XPR Serverkomponenten und
Dienste

Einige Serverkomponenten erfordern eine initiale Konfiguration wahrend der
Installation, damit das XPR System Uberhaupt zum ersten Mal gestartet werden
kann. Sobald das Installationsprogramm mit der Installation einer dieser Kompo-
nenten beginnt, werden Sie durch Dialoge zur Eingabe der notwendigen Konfigu-
rationsparameter fir die jeweilige Serverkomponente aufgefordert.

Folgende Tabelle zeigt die Serverkomponenten, die eine initiale Konfiguration
bendtigen:

Komponente Beschreibung siehe

Regionale Anschlusseinstellungen konfigurieren |Abschnitt 4.4.8.1, “Regionale
IAnschlusseinstellungen konfigu-
rieren”, auf Seite 105

HINWEIS: Serverkomponenten, die nicht wahrend der Installation konfiguriert
werden (z. B. IP APL, ISDN APL, MTA), mussen nach der Installation tGber den
XPR Monitor konfiguriert werden. Detaillierte Informationen zur Konfiguration
einzelner Komponenten finden Sie im Handbuch OpenScape Xpressions Server
Administration.

Zwischen den Serverkomponenten, die konfiguriert werden missen, kénnen
durchaus Komponenten installiert werden, die keine Konfiguration erfordern, so
dass Sie den Dialog Setup Status sehen, bevor wieder Konfigurationsdialoge
angezeigt werden.

Die Reihenfolge der folgenden Abschnitte entspricht der Reihenfolge, in der Sie
zur Konfiguration der o.g. Serverkomponenten aufgefordert werden.
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4.4.8.1 Regionale Anschlusseinstellungen konfigurieren

Die regionalen Anschlusseinstellungen werden von den Telematik APLs oder der
CTI-Anbindung verwendet, kdnnen dort aber auch fir jeden Anschluss einzeln
konfiguriert werden.

1. Die Konfiguration der regionalen Anschlusseinstellungen startet mit
folgendem Dialog:

Openscape Xpressions E
Regionale Einstellungen:
Geben Sie hier die regionalen Einstellungen fur den Anzchluzs an. u n F H
Fiegeln fiir die ' ahl von Telefonnummern IDeutschIand j

Land:

Ortsvonwahl [ohne Prafis): I

Anschlussnummer: I
Intemationales Prafis: IDD
Ortsprafiz: IU—
Amtzhalung: ID
Importieren...l Enweitert. .. |

IrnztallShield

< Zuriick | Wwieiter » I Abbrechenl

2. Wahlen Sie im Feld Regeln fiir die Wahl von Telefonnummern das Land
aus, in dem sich der Standort des Systems befindet.

In einigen der anderen Felder werden daraufhin entsprechende Standardein-
stellungen fur das ausgewahlte Land automatisch eingetragen.

3. Prifen Sie, ob in den automatisch gefiillten Feldern die korrekten Anschlus-
seinstellungen eingetragen worden sind.

HINWEIS: Wenn das gewlnschte Land in der Liste nicht aufgefuhrt ist,
wahlen Sie ein Land, das den gewlinschten Anschlusseinstellungen
entspricht, oder verwenden Sie die Option General. Wenn Sie die Option
General auswahlen, mussen Sie alle Felder in diesem Dialog ausfullen.

Falls nicht, andern Sie die Eintrage Ihren Wiinschen entsprechend. Beachten
Sie folgende Tabelle:

Feld/Schaltfliche |Beschreibung

Land Wahlen Sie aus dieser Auswabhlliste Ihr Land aus, um die inter-
nationale Landesvorwahl zu bestimmen.

Ortsvorwahl (ohne | Geben Sie hier Ortsvorwahl ohne Prafix ein. In Deutschland ist
Prafix) dies also die Ortsvorwahl ohne fiihrende Null , in den USA die
Ortsvorwahl ohne fiihrende 1.

Beispiel: 2404 aus +49-2404-901-195
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Feld/Schaltfliche |Beschreibung

Anschlussnummer | Geben Sie hier die Anschlussnummer einer Telefonnummer
ein.

Beispiel: 901 aus +49-2404-901-195

In den USA heildt dies Office Code.

Internationales Geben Sie hier das Préfix flr Auslandsverbindungen ein. In
Prafix den USA ist dies 011, in Deutschland ist es 00.
Ortsprafix Geben Sie hier das Préafix ein, welches zu |hrer Ortsvorwahl

gehdrt. In Deutschland ist dies die fihrende Null der
Ortsvorwahl, in den USA ist dies die 1.

Amtsholung Geben Sie hier die Nummer fur die Amtsholung ein.

4. Geben Sie in das Feld Ortsvorwahl (ohne Préfix) die Vorwahl des System-
standorts ohne Préfix ein.

5. Geben Sie im Feld Anschlussnummer die Anschlussnummer des XPR
Servers ein (Office Code fiur U.S).

6. Klicken Sie auf die Schaltflache Erweitert....

Es wird der Dialog zur Administration der Rufnummernkonvertierung mit
der Liste aller Standorte geoffnet:

'-:." Administration der Rufnummernkonvertierung M= E3

Liste aller Standorte 33
Diese Liste zeigt alle Standorte auf diesem Server an @
1 33

Clients ~ Standorte |Variablen I Konfiguration

ame | Beschreibung | rasker |
Server Location ®

OF I Abbrechen Speichern

4

7. Offnen Sie das Register Standorte.
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8. Klicken Sie doppelt auf den Standorteintrag, den Sie bearbeiten mdchten.

Es wird der Editor fiir Standortbeschreibung geéffnet:

’: Seryer Location - Standort

Editor fiir Standortbeschreibungen
Konfiguration far eine Standortbeschreibung
Beschreibung
Standortcodes il 3 Standortprafixe E I
Code | Tvp | Prafix | Tvp |
49 CountryCode (Mationale Kennung) oo InternationalPrefix {International. ..
2404 AreaCode (Vorwahlkennung) o MationalPrefix (Mationales Prafix)
Q01 SubscriberCode {Anschlusskennung) | O ExternalPrefix (Externes Prafix)
Variablen e, K | B | =]
Mame | wert |
MaxExtensionLength ]
Ok I Cancel |
2

9. Prifen und konfigurieren Sie die korrekten Rufnummernbereiche fir die
Standorte. Wenn mehrere Anschlusskennungen verwendet werden sollen,
muss der Eintrag SubscriberCode (Anschlusskennung) geldscht werden.
Verwenden Sie stattdessen RangeCode (Rufnummernbereich), um
anschlieBend die Anschlusskennungen mit den entsprechenden DID-
Bereichen anzugeben. Um einen RangeCode anzugeben, gehen Sie wie
folgt vor:

a) Klicken Sie mit der rechten Maustaste in das Feld Standortcodes und
wahlen Sie im Kontextmeni den Eintrag Hinzufiigen. Wahlen Sie
anschlieBend den Eintrag RangeCode (Rufnummernbereich).

b) Es wird ein Dialog gedffnet, in den Sie die Daten des neuen Rufnummern-
bereichs eingeben missen. Geben Sie die entsprechenden Werte ein.

c) Klicken Sie anschlieRend auf die Schaltflache OK, um die Einstellungen
des Rufnummernbereichs zu speichern.

10. Klicken Sie im Editor fiir Standortbeschreibungen auf die Schaltflache OK.

Sie gelangen zuriick zum Dialog Administration der Rufnummernkonver-
tierung.

11. Klicken Sie auf die Schaltflache OK, um den geanderten Standort zu
speichern.

Sie gelangen zuriick zum Dialog Regionale Einstellungen.

12. Klicken Sie im Dialog Regionale Einstellungen auf Weiter.
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4.4.8.2 Installationsassistent fiir die SMTP APL

Die SMTP APL stellt folgende Dienste zu Verfligung:
* Versand und Empfang von SMTP-Nachrichten Uber das Internet
e Zugang fir POP3- und IMAP4-Clients

» Zeitgesteuerter Import von Nachrichten bei einem POP3-Server

HINWEIS: Um die SMTP APL nutzen zu kénnen, muss der SMTP-Dienst des
Betriebssystems gestoppt und deaktiviert werden. Informationen hierzu finden
Sie in der Dokumentation des Betriebssystems.

1. Die Installation der SMTP APL startet mit folgendem Dialog:

Installationsassistent fiir die SMTP APL | |
willk beim Installati istenten fiir die SMTP APL.

E]

‘Wi izt dieser Computer an dag Internet angeschloszen?

& Dauernd uber eine Standleitung oder ahnliche Yerbindung

" Temporar iiber eine DFO-4 Shllsitung
" Uberhaupt nicht

Version 8,00.5.8463 < Zuriick I Wwieiter » I Fertig stellen Abbrechen
V.

2. Wahlen Sie eine der verfiigbaren Optionen aus.

Wenn Sie die Option Uberhaupt nicht auswéhlen, kénnen E-Mails nur an
andere Benutzer des XPR Servers geschickt werden.
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Klicken Sie anschlieRend auf Weiter. Es wird Dialog zur Auswahl der
Nutzungsoption gedffnet:

Installationsassistent fiir die SMTP APL | |

Installationsassistent fiir die SMTP APL

Wwofiir wollen Sie die SMTP APL benutzen?

[+ Senden und Empfangen von E-Mails uber daz Intemet

[V Benutzem emmiglichen, itre Machrichten mit [M&P4-Clients zu bearbeiten

[V Benutzem emmiglichen, itre Nachrichten mit POP3-Clisnts zu bearbeiten

Version 8,00.5.8463 < Zurlick I Wwieiter » I Fertig stellenl Abbrechen |
W

Wahlen Sie die gewlinschten Optionen aus. Beachten Sie die folgende
Tabelle:

Die Option Senden und Empfangen von E-Mails liber das Internet setzt
eine bestehende Internetverbindung voraus. Wenn Sie diese Option
auswahlen, ist es moglich, Uber jede Client-/Gateway-Verbindung zum XPR
Server Internetmail zu versenden und zu empfangen.

Die beiden anderen Optionen in diesem Dialog erlauben die Benutzung von
POP3- bzw. IMAP4-Clients, um auf den XPR Server zuzugreifen. Dies kann bei einer
standigen Internetverbindung zum Beispiel von einem beliebigen Computer mit Inter-
netverbindung geschehen oder aber auch lokal innerhalb des eigenen Netzwerks als
Client fur den XPR Server.
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5. Kilicken Sie anschliefend auf Weiter.

Wenn Sie in Schritt 2 auf Seite 108 die Option Temporir iiber eine DFU-
Wabhlleitung ausgewahlt haben, wird der RAS-Dienst des Betriebssystems
genutzt, um eine PPP-Verbindung zu einem Provider oder einem anderen

Windows-Netzwerk aufzubauen.

Es wird folgender Dialog angezeigt:

Internet Mail Setup Wizard B

unrFy

Fleaze zelect the RAS phonebook entry that should be used when dialing your

Intermet provider.

Mame | Diialed Mumber |

Fleaze enter the uzername and pazsword for this account. [F the BAS server iz a
‘Wwindows NT server, you may alzo have to enter the domain to which the account

belongs.

User: I Paszsword: I
Domair: I Lonfirm pazsword: I

< Back I Mest » I Cancel |

6. Waihlen Sie den DFU-Telefonbucheintrag aus und geben Sie das fiir den
Verbindungsaufbau benétigte Benutzerkonto sowie dessen Kennwort ein.

Bei einer Verbindung zu einem Windows-DFU-Server muss die Windows-
Domane angegeben werden, zu der dieses Benutzerkonto gehort.

7. Klicken Sie auf Weiter.

8. Klicken Sie auf Fertig stellen.
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4.4.8.3 Installation und Konfiguration der CTI APL

Die CTI APL stellt verschiedene Funktionen fiir die Steuerung und Uberwachung
von TK-Anlagen und Telefonendgeraten zur Verfiigung. Die wichtigsten davon
sind:

e Steuerung von Telefonendgeraten (Anruf annehmen, Displayinformationen
anzeigen usw.)

* Steuerung von Telekommunikationsverbindungen (Einleitung des Verbin-
dungsaufbaus, Konferenzen, ,Parken® eines Anrufers, Makeln usw.)

» Uberwachung von Telekommunikationsverbindungen durch Setzen von
Monitorpunkten in der TK-Anlage

e Nutzung aller verfiigbaren Leistungsmerkmale durch andere Serverkompo-
nenten Uber Dialog-/Transaktionsinterface

Detaillierte Informationen zur CTI APL finden Sie im Handbuch OpenScape
Xpressions Server Administration.

1. Die Installation der CTI APL startet mit folgendem Dialog:

CTI-Kanal installieren : |
Willk zur CTI- llati u n F H

‘wighlen Sie hier bitte die angeschaltete TK-Anlage aus:

Hersteller | Modell | Tup |:|
- Philips Sopho-5 CSTA
U Philips Sopho 20001PS C5T4
H Unify HiPath 8000 C5T4

T Unify HiPath 4000 [CAP] CSTA
L LInif, HiPath 3000 CSTA
H Unify HiPath 3000 MS-TAPI ...
W Tadiran Coral TSAPI

< Zurtick I WWeiter » I Abbrechenl

2. Deaktivieren Sie in diesem Dialog alle Option und klicken Sie auf Weiter.

3. Klicken anschlieRend Sie auf Fertig stellen.
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4.4.9 Erzeugen des SSL-Zertifikats

HINWEIS: Wenn Sie ein eigenes Zertifikat einsetzen wollen, achten Sie
unbedingt darauf das die resultierenden Dateien mit dem Base64-Verfahren
kodiert werden. Alle auf eine andere Weise kodierten Zertifikate fiihren zu einer
Fehlermeldung im XPR Monitor und werden nicht akzeptiert.

Das hier erzeugte Zertifikat ermoglicht die Verwendung des HTTPS-Protokolls
mit SSL-Verschllisselung fur den Web Assistant. Die gesamte Kommunikation
zwischen Client und Server wird verschlusselt.

1.

2.

o a0 kMo

Die Erzeugung des SSL-Zertifikats startet mit folgendem Dialog:

S55L-Zertifikat erstellen
Bitte geben Sie die Informationen an, welche im Zertifikat angezeigt u n F H

werden sollen.

E-Mail-tdresse: Ik\lebmaster@example.cc Servername: IDDEVS 2S5 28R201

Firma: IMicrosoft Abteilung: IDrganisation Unit
Standort: IMy City Bundesland: IMy State

Land: I hd l Serignnummer: ID
Kennwort: I Kennwortwdh.: I

[ras Zertifik.at und der private Schilzzel werden im Yerzeichnis
c:\OpenScapetreshcerts gespeichert,

IrnztallShield

< Zuriick | Wwieiter » I Abbrechenl

Tragen Sie in die Felder des Dialogs die Angaben ein, die Bestandteil des
Zertifikats werden sollen.

WICHTIG: Der Inhalt des Feldes Servername ist fUr das Zertifikat wichtig.
Geben Sie hier den Namen des Rechners ein, der als URL in einem Internet-
Browser eingegeben wird, um tber den WebAssistant auf den XPR-Server
zuzugreifen. Dies ist typischerweise der Rechnername des XPR-Servers.
Wenn im Proxy-Server eine Alias-URL fiir diesen Rechner eingerichtet ist,
muss dieser Aliasname im Feld Servername eingegeben werden.

Geben Sie im Feld Kennwort ein ausreichend komplexes Kennwort an.
Wiederholen Sie das Kennwort im Feld Kennwortwdh.:.
Klicken Sie anschlieRend auf Weiter.

Die Erzeugung des SSL-Zertifikats flr stunnel startet mit folgendem Dialog:
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Openscape Xpressions E

S55L-Zertifikat erstellen

Bitte geben Sie die Informationen an, welche im Zertifikat angezeigh u n F H
werden sollen.

E-Mail-Adresze: lm Servername: lm
Firma: IW Abteilung: IW
Standart: W Bundesland: ll\"Ll,lShaha—
Land: lﬁ Serignnummer: IU—

[ras Zertifik.at und der private Schilzzel werden im Yerzeichnis
c\OpenScapetspribintstunnel gespeichert,

IrnztallShield

< Zuriick | Wwieiter » I Abbrechenl

7. Tragen Sie in die Felder des Dialogs die Angaben ein, die Bestandteil des
Zertifikats werden sollen.

WICHTIG: Der Inhalt des Feldes Servername ist fir das Zertifikat wichtig.
Geben Sie hier den Namen des Rechners ein, der als URL in einem Internet-
Browser eingegeben wird, um Uber den WebAssistant auf den XPR-Server
zuzugreifen. Dies ist typischerweise der Rechnername des XPR-Servers.
Wenn im Proxy-Server eine Alias-URL fir diesen Rechner eingerichtet ist,
muss dieser Aliasname im Feld Servername eingegeben werden.

8. Klicken Sie anschlieffend auf Weiter.
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4.4.10 Installation der XPR Serversoftware
abgeschlossen

1. Wenn die Installation der XPR Serversoftware abgeschlossen ist, wird
folgender Dialog angezeigt:

InstallShield Wizard

InstallShield Wizard abgeschlossen

Setup hat die Installation von HiPath #pressions auf [hrem
Computer abgeschlozzen.

Sbbrechen

< Zuriick

2. Klicken Sie auf Fertig stellen.

Die Installation der Serversoftware ist damit abgeschlossen.

A31003-S2370-J101-12-31, 11/2014
114 OpenScape Xpressions V7 Cluster Installation, Installationsanleitung



Installation des XPR auf einem Clustersystem
Installation des XPR Servers und Konfiguration der Dienste

4.4.11 Installation der Sprachpakete

Die Installationsdateien aller Sprachpakete befinden sich im Verzeichnis
XpressionsInstall\Languages des Installationsmedium. Eine Liste aller
verfugbaren Sprachen finden Sie in Abschnitt 4.3.6, “Serversprachen und
Standardsprache auswahlen”, auf Seite 76.

Ein Sprachpaket umfasst sehr viele Dateien, so dass die Installation eines
Sprachpakets einige Zeit in Anspruch nehmen kann. Zum Umfang eines Sprach-
pakets gehoren beispielsweise alle Sprachansagen des TUI, sowie die lokali-
sierte Oberflache des Web Assistants.

Ein Sprachpaket muss auf dem Kernel-Server installiert sein, damit die Satelliten-
server es auch laden kdénnen.

4.4.11.1 Nachtragliche Installation eines Sprachpakets

Um nachtraglich weitere Sprachpakete zu installieren, starten Sie den Wrapper
von dem Installationsmedium (Datei setup . exe im Verzeichnis
XpressionsInstall) und wahlen Sie im entsprechenden Dialog die neue
Sprache aus (vgl. Abschnitt 4.3.6, “Serversprachen und Standardsprache
auswahlen”, auf Seite 76). Fihren Sie anschlieRend das Setup weiter aus.

WICHTIG: Dies ist nicht gultig, wenn der Cluster schon integriert ist (siehe
Kapitel 5, “Clusterintegration”). Wenn der Cluster integriert ist und Sie eine
weitere Sprache installieren méchten, folgen Sie den Anweisungen in dem
Handbuch OpenScape Xpressions Hochriistanweisung.

HINWEIS: Fur die Installation jedes weiteren Sprachpakets bendtigen Sie eine
weitere Sprachlizenz.

Die Installationsprogramme der Sprachpakete priifen, ob Lizenzen fiir die
sprachabhangigen Komponenten (Web Assistant und TUI) vorhanden sind.
Wenn solche Lizenzen gefunden werden und Sie haben wahrend der Installation
des XPR Servers diese Komponenten ausgewahlt, wird Sprachunterstiitzung fur
diese Produkte vollautomatisch installiert.
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4.4.12 Zeitzoneneinstellung mit gestoppten Diensten

Wenn Sie die Zeitzonenunterstitzung nicht aktivieren oder deaktivieren wollen,
Uberspringen Sie diesen Abschnitt.

Wenn Sie die Zeitzonenunterstltzung erst spater aktivieren oder deaktivieren
wollen (siehe Abschnitt 5.7.5, “Zeitzoneneinstellung mit offline geschalteten
Ressourcen”, auf Seite 164), Uberspringen Sie diesen Abschnitt hier.

Die Datei <XPR_Install>\bin\TimeZoneSupport .exe steuert die
Verwendung von Zeitzonen im XPR Server. Sie bewirkt, dass Zeitstempel in der
Datenbank angepasst werden. Details zur Zeitzonenunterstiitzung kénnen Sie
der Administratordokumentation OpenScape Xpressions Server Administration
entnehmen.

Diese Datei darf nur dann ausgefiihrt werden, wenn Sie die Zeitzonenunter-
stutzung aktivieren oder deaktivieren wollen und von den XPR-Diensten nicht
mehr und nicht weniger als die folgenden Dienste laufen:

¢« XPR License Service (licsvc)

¢ XPR Name Locator (nameloc)

¢ XPR Configuration Service (cfgsvc)

¢ XPR Status Dispatcher (xmrsvc)

¢ XPR Information Store (infostor)

Wenn Sie XPR-Dienste stoppen wollen, gehen Sie wie folgt vor:

1. Klicken Sie auf Start > Programs > Administrative Tools > Services.

Die Diensteverwaltung wird geoffnet.
2. Suchen Sie alle Dienstnamen, die mit XPR beginnen.

3. Klicken Sie mit der rechten Maustaste den zu stoppenden XPR-Dienst und
wahlen Sie aus dem Kontextmeni den Menipunkt Stop Service aus.

4. Wiederholen Sie Schritt 3 auf Seite 116 fir alle zu stoppenden XPR-Dienste.
Fahren Sie mit den folgenden Schritten fort:

5. Offnen Sie eine Eingabeaufforderung. Es kann eine normale Eingabeauffor-
derung sein oder es kann eine Eingabeaufforderung im Clusterkontext sein
(siehe Abschnitt 5.8.1, “Erstellung einer Eingabeaufforderung als
Ressource”, auf Seite 169).

6. Navigieren Sie in das Verzeichnis <XPR_Install>\bin\

7. Wenn die Zeitzonenunterstitzung aktivieren wollen, geben Sie den
folgenden Befehl ein:

TimeZoneSupport.exe on
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8. Wenn die Zeitzonenunterstitzung deaktivieren wollen, geben Sie den
folgenden Befehl ein:

TimeZoneSupport.exe off

9. Starten Sie wieder die XPR-Dienste, die Sie in Schritt 4 auf Seite 116
gestoppt haben, indem Sie diese Dienste in der Diensteverwaltung mit der
rechten Maustaste anklicken und Start Service auswahlen.

10. SchlieRen Sie die Diensteverwaltung.

HINWEIS: Die Datei <XPR_Install>\bin\TimeZoneSupport .exe braucht
nur auf einem Knoten des Clusters ausgefiihrt werden. Sie braucht nicht auf
einem anderen Knoten noch einmal ausgefiihrt zu werden. Die von |hr bewirkten
Anderungen in der Datenbank werden bei einer Replizierung auf einen anderen
Knoten mitrepliziert.
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4.4.13 Abschluss der Installation

Ein erfolgreicher Abschluss des Installationsprogramms wird lhnen mit
folgendem Dialog angezeigt:

Komponenten-Installationsprogramm E

= [ras K.omponenten-lnstallationzprogramm wurde abgeschlozzen.
\y Eine oder mehr K.omponenten bendtigen einen Meustart des
Spztems.

[V System neu starten

Deaktivieren Sie alle Optionen und klicken Sie auf die Schaltflache OK.
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4.4.14 Fax G3 Nachwahl uberprifen

Wenn Sie in Tabelle 4 auf Seite 88 in Abschnitt 4.4.1, “Features auswahlen”, auf
Seite 87 in der Gruppe Telematikhardware die Option Fax G3 Post Dial aktiviert
haben, miissen Sie bei der Einrichtung der ISDN-APL (siehe Administratordoku-
mentation OpenScape Xpressions Server Administration) kontrollieren, ob die
folgenden Konfigurationsschritte durchgefihrt wurden:

1. Offnen Sie Start > Alle Programme > XPR > Monitor - System Logging.

€ MRS Monitor - SR¥1%ADMINISTRATOR [_[olx]
Ele Edic View Settings Window Help
T R
ERE] -z Cornected | ¥~ WYS:DIRECTORY: ready - SRY1/DirSve - hops 0 ||| ¥ Notification Service
<Topics> ¥~ MVSITCPIP: ready - SRY1{Tcpapl - hops 0 PMF, TL, ASC,TST,F( - HTTP-Client:
¥ <liness Y~ NVS:DIS: ready - SRY1MailApl - hops 0 TLX, ASC, TRT,FG3,FG4, -~ HTTR
E-§ <Preferencess F WYSISFOD: ready - SRY1/Mailipl - hops 0 FG3 -~ Sp
&l mta ¥~ NVS:STOD: ready - SRY1/Maildpl - hops 0 763 -~ WPim
&5 Tepapl H WYSISRYL: ready - SRY1iMailApl - haps 0 PMF, TLX, ASC, TXT, W) +% Isdn 01 (Eicon DIVA Server BRI): Layer 2 Down
&5 Mailapl F MYSMAILEOK: ready - SR1 /Mailapl - hops D PHF, LK, ASC, TX1
&l Dbapl ¥~ WVS:TRDE: ready - SRY1/MailApl - hops 0 Yoz
&5 Nokapl T NVS:SRYIJLISTPROC: ready - SRY1/Mailapl - hops 0 TXT % Lear: Running
& conapl ¥~ MVS:LDAP MAIL: ready - SRY1MalApl - hops 0 EML + 4 Lotus Notes
] Edt Settings W MVSINIL: ready - SRY1 [Mailépl - hops 0 M, TLX, ASC, THT,WAY Y~ NOTESGATE
&5 webapl Y~ NVSINILOK: ready - SRY1/Maildpl - hops 0 PIF, TLR,ASC, TRT, W E1¥ Configuration Replicator
&5 Smtpapl T MYSLDAP TRAMS: ready - SR MalApl - hops 0 ¥ Outbound replicator
&5 Isdnapl F MSMONITOR MAILAPLISRY L ready - SRY1/Mailpl - hops 0 -3 Global Server Confiquration
3l cridpl ¥ NYS-RDBARDBA; ready - SRY1DbAP! - hops 0 ¥ TCPIP.D: 10.3.30.12:8344 Active lines: 0, Peak: D
& cstapl F~ MYSNOTIFICATION: ready - SR /NotAp - hops 0 ¥ HIS0_CSTACSTA Link
& Presencedpl F MYSMONITOR NOTAPLISRY1: ready - SRV1 fNotapl - hops 0
Lear ¥ MYS:CON.D: ready - SRV1 fconapl - hops 0 =
B Ay Y A
&5 Lapl S|
“w Default Logging

2. Kilicken Sie im Bereich Komponenten von <XPR-Servername> doppelt auf
<Einstellungen> >ISDNApI > Erweiterte Einstellungen.

3. Klicken unter der Registerkarte Protokolle doppelt auf den Eintrag des Fax
G3-Protokolls.

Eigenschaften des E-Protokolls [ %]

Allgemein | Skiript I Kennungen I
‘Wiederholungen Formate | Attribute I Friveat

O Text [45CH) -

O Text [ANSI)

O Fax[G4)

O Yoice [WaY)

O Yaoice [PCH)

O Binary LI
~ Hirmweiz

E = werden hier nur die Formate angezeigt, die von
diesem Protokall verarbeitet werden kinnen.

(] 4 I Abbrechen Ubernehmen
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4. Stellen Sie sicher, dass nur das Kontrollkastchen Fax (G3) aktiviert ist und
alle anderen Eintrage deaktiviert sind.

5. Klicken Sie auf die Schaltflache OK.
6. Klicken Sie auf die Registerkarte Geréte.

7. Klicken Sie auf die Schaltflache NCO-Administration V& und dann auf die
Registerkarte Variablen.

Alternativ dazu kdnnen Sie auch auf die Schalftlache OK klicken, die Datei
<XPR_Install>/bin/NumberConversionAdmin.exe starten und auf
die Registerkarte Variablen klicken. Sie erhalten dann den analogen Dialog,
haben aber zusatzliche Registerkarten zur Verfligung.

'-:." Administration der Rufnummernkonvertierung M= E3
Globale ¥ariablen 33
Globale Yariablen kénnen im gesamten NCO-Framework referenziert werden @

=1 -33

Clients | Standorte  Wariablen |K0nFigurati0n|

ame | wert | Beschreibung |
AcceptOldiormMurmber true
false if the area code has to be disled even on local area calls

if set ko krue, the post dialing sufix will be neither normalized or localized
GUIUserDialsExtPrefix false  set to true, if the GUI user has to dial the external line prefix
TUIUserDialsExtPrefix false  set to true, if the TUL user has to dial the external line prefix
UlDialalwaysirea false  user interfaces only: if the area code has to be dialed even on local ar...
¥MLMinInternationallength 12 min length of international phone numbers For XML NCO
*MLMinMationalLength 10 min length of national phone numbers For XML WCO

¥MLUserDialsExternalPrefix  true  set to true, if the XML Client's user has to dial the external line prefix

OF I Abbrechen | Speichern |

4

8. Stellen Sie sicher, dass die Variable EnablePostdialing den Wert true hat.
9. Klicken Sie auf die Schaltflache OK.
10. Klicken Sie auf die Schaltflache OK.
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4.4.15 Sprachkonferenzen mit SIP

Wenn Sie SIP (Port 5060) in der IP-APL verwenden und wenn Sie Sprachkonfe-
renzen mit SIP verwenden, konfigurieren Sie zwei IP-Adressen. Details
entnehmen Sie dem Abschnitt “SIP-Konfiguration” in der Administratordokumen-
tation OpenScape Xpressions Server Administration.
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5 Clusterintegration

5.1 Checkliste zur Vorbereitung der Clusterintegration

Schritt

1. Abschnitt 5.2, “Neuzuordnung des Rechnernamens in der Registrierungs-
datenbank”, auf Seite 124

2. Abschnitt 5.3, “Gemeinsame Systemkomponenten installieren”, auf Seite
127

3. Abschnitt 5.4, “XPR Dienste stoppen”, auf Seite 135

4. Abschnitt 5.5, “Lokale Freigaben als Ressourcen einrichten”, auf Seite 137

5. Abschnitt 5.6, “Anmeldekonto fir XPR Dienste zuordnen”, auf Seite 144

6. Abschnitt 5.7, “XPR Dienste als Ressourcen einrichten”, auf Seite 147

7. Abschnitt 5.8, “Replizierung der XPR Dienste als Ressourcen auf den
zweiten Knoten”, auf Seite 169
Abschnitt 5.9, “Testen des XPR Servers im Cluster”, auf Seite 181
Abschnitt 5.10, “Satellitenumgebung mit geclustertem Kernelcomputer”, auf
Seite 182

Tabelle 5 Checkliste zur Vorbereitung der Clusterintegration
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5.2 Neuzuordnung des Rechnernamens in der Registrierungsdatenbank

124

Bevor Sie mit der Installation des XPR Servers fortfahren, miissen Sie zunachst
einige Anderungen an der Registrierungsdatenbank vornehmen.

Alle bislang erfolgten Installationsschritte wurden zunachst auf einem lokalen
System ausgefuhrt und sind mit dem Servernamen des lokalen Knotens erfolgt.
Da der XPR-Server aber als Clusterserver ausgefihrt werden soll, missen
samtliche Vorkommen des Namens des lokalen Knotens in den Registrierungs-
schlisseln HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\Siemens und
HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\PP-COM durch den
Namen der virtuellen XPR-Maschine ersetzt werden. Der Name der virtuellen
Maschine wurde im Abschnitt 3.3.3, “Neuen Netzwerknamen als Ressource
anlegen”, auf Seite 41 erstellt.

Der Zustand des zweiten Knotens ist unwichtig.

WICHTIG: Achten Sie darauf, dass Sie den Rechnernamen nur in den beiden
angegebenen Registrierungsdatenbank-Ordnern

HKEY_ LOCAL_MACHINE\SOFTWARE\Wow6432Node\SIEMENS und
HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\PP-COMersetzen. Inallen
anderen Registrierungsdatenbank-Ordnern muss der lokale Rechnername
unbedingt erhalten bleiben, da sonst das Windows Betriebssystem unter
Umstanden nicht mehr funktioniert. Legen Sie sich gegebenfalls eine Siche-
rungskopie der Registrierungsdatenbank an, bevor Sie Schlissel in ihr andern.

1. Starten Sie den Registrierungs-Editor. Klicken Sie auf Start > Run. Geben
Sie im Feld Open den Befehl regedit ein.

Der Registrierungs-Editor wird gestartet.

2. Suchen Sie in den Ordnern
HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\Siemens und
HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\PP-COM alle
Vorkommen des lokalen Rechnernamens und ersetzen Sie diesen durch den
Rechnernamen des XPR Servers im Cluster.

a) Klicken Sie im Menu Edit auf den Menupunkt Find.... Der Dialog Find
wird gedffnet.

b) Geben Sie im Feld Find what den Rechnernamen des lokalen Knotens
ein. Aktivieren Sie die Optionen Keys, Values und Data. Klicken Sie auf
die Schaltflache Find next.

Das nachste Vorkommen des Rechnernamens wird angezeigt.

c) Wenn Sie sich im Registrierungsdatenbank-Ordner
HKEY_LOCAIL_MACHINE\SOFTWARE\Wow6432Node\Siemens oder
HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\PP-COM
befinden, ersetzen Sie den angegeben Rechnernamen durch den Namen
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des XPR-Servers im Clustersystem (siehe im Cluster Administrator die
Ressource vom Typ Network Name in der Gruppe fir den XPR-Server,
Registerkarte Parameters, Feld Name).

WICHTIG: Geben Sie nicht den Netzwerknamen der Ressource vom
Typ Network Name der Clustergruppe ein.

Gegebenenfalls muss in einem Schliissel der Ersatz mehrfach durchge-
fuhrt werden.

Beispiel:
Der Schliissel

HKLM\ SOFTWARE\Wow64 3 2Node \ PP-COM\MRS\xmrsvc\ModuleCache
vom Typ REG_MULTI_SZ hat zum Beispiel den folgenden Wert:
XMR

infostor,pipe://\\KERN1\pipe\MrsInfoStorIPC
mta, pipe://\\KERN1\pipe\MrsRouterIPC

Hier muss der Wert KERN1 an allen Stellen ersetzt werden.

Gegebenenfalls muss in einem Schliissel noch mehr geandert werden.
Ist zum Beispiel xPR der Name des XPR Servers im Clustersystem, ist
TLCLKN1 der Name eines Knotens im Cluster, und hat zum Beispiel der
Schlissel

HKEY_LOCAL_MACHINE\SOFTWARE\PP-COM\MRS\MRS Globals\Monitor Directory

den zweizeiligen Wert

\\XPR\MrsMonitor
\\TLCLKN1\MrsMonitor

so ist die zweite Zeile ersatzlos zu streichen.

d) Kilicken Sie auf die Taste F3, um das nachste Vorkommen zu suchen.
Achten Sie dabei darauf, dal’ Sie die oben genannten Registrierungsda-
tenbank-Ordner nicht verlassen.

e) Wiederholen Sie die beiden letzten Schritte ¢) und d), bis alle Vorkommen
des Rechnernamens des lokalen Knotens ersetzt wurden.

3. Ersetzen Sie die IP-Adresse, die Teil des Schlissels

HKILM\ SOFTWARE \Wow6432Node\PP-COM\MRS\MRS Globals\LicSvcAddress

in der Registrierungsdatenbank ist, durch die IP-Adresse des virtuellen XPR-
Servers (siehe Ressource vom Typ IP Address in der Gruppe fiir den XPR-
Server, Registerkarte Parameters, Feld Address).

Beispielwert fiir obigen Schlissel:

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 125



Clusterintegration
Neuzuordnung des Rechnernamens in der Registrierungsdatenbank

tepip://172.26.209.43:13010

WICHTIG: Geben Sie weder die IP-Adresse der Ressource vom Typ
IP Address der Clustergruppe noch die IP-Adresse des Knotens ein.

4. Setzen Sie im Registrierungsdatenbank-Ordner
HKEY_LOCAL_MACHINE\ SOFTWARE\Wow6432Node\PP-COM\MRS\ Tcpapl \NWP1ugTCP

den Wert des Schllssels Bindaddress auf die IP-Adresse des virtuellen XPR-
Servers (siehe Ressource vom Typ IP Address in der Gruppe fiir den XPR-Server,
Registerkarte Parameters, Feld Address).

WICHTIG: Geben Sie weder die IP-Adresse der Ressource vom Typ
IP Address der Clustergruppe noch die IP-Adresse des Knotens ein.

5. Stellen Sie sicher, dass keine weiteren Eintrage fiir den geclusterten Kernel-
computer in dem Schllissel HKLM/SOFTWARE /PP-COM/MRS/Services/
Kernel vorhanden sind.

Angenommen, der Netzwerkname des geclusterten Kernelcomputers lautet
XPRCL, dann darf der Eintrag NameLoc , XPRCL im folgenden Beispiel nicht
vorhanden sein:

NameLoc, XPRCL

NameLoc, SATEL1

CfgSvc, SATEL1

NameLoc, SATEL2

CfgSvc, SATEL2

WICHTIG: Achten Sie darauf, dass hinter den Kommata keine Leerzeichen
stehen.

6. SchlielBen Sie den Registrierungs-Editor und fahren Sie mit der Installation
des XPR-Servers fort.
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5.3 Gemeinsame Systemkomponenten installieren

5.3.1 ,,Prerequisites‘ auf den Knoten installieren

Zum Betrieb des XPR-Servers als Clusterserver missen auf jedem weiteren
Knoten, auf denen die Installation durchgefiihrt werden soll, bestimmte System-
komponenten lokal installiert werden.

1. SchlieRen Sie das verwendete Installationsmedium an den Knoten an.

2. Suchen Sie im Verzeichnis XpressionsInstall\Prerequisites auf
dem Installationsmedium die folgenden Dateien:

a) vcruntimeinst.exe
b) vcredist_x86.exe
c) vecredist _x64.exe
d) vc9\vcredist_x86.exe
e) veclO\vcredist_x86.exe

f)  Wenn Sie im Abschnitt 4.4.1, “Features auswahlen”, auf Seite 87 die
PresenceAPL zur Installation ausgewahilt (siehe Eintrag PresenceApl in
Tabelle 4 auf Seite 88), suchen Sie ebenso die folgenden Dateien:

e PresenceApl\RtcApiSetup.msi
* PresenceApl\RtcSxSPolicies.msi

3. Starten Sie diese Dateien auf dem Knoten.

HINWEIS: Es erscheint kein Dialogfenster, welches das Ende der
Ausfuhrung dieser Datei anzeigt.

4. Wiederholen Sie die vorhergehenden Schritte 1 auf Seite 127 bis 3 auf Seite
127 auf jedem Knoten, auf dem der XPR Server im Cluster laufen soll.

5.3.2 Druckertreiber auf den Knoten installieren

Eine weitere lokal zu installierende Systemkomponente sind die XPR-Drucker-
treiber. Diese mussen ebenfalls auf allen weiteren Knoten installiert werden, auf
denen der XPR-Server im Cluster ausgefiihrt wird. Ein Cluster bietet die
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Méoglichkeit einen Druckertreiber auf dem Cluster zu installieren, indem eine
Clusterressource mit dem Namen “Print Spooler” erstellt wird. Diese Clusterres-
source darf nicht erstellt und benutzt werden.

HINWEIS: Die Installation des Druckertreibers erfordert einen Neustart des
Computers. Stellen Sie sicher, dass keine kritischen Anwendung auf dem
Computer gestartet sind bzw. diese Anwendungen neu gestartet werden kénnen.

Gehen Sie folgendermalen vor:

1. Schlielken Sie das verwendete Installationsmedium an einen Knoten an und
starten Sie die Datei setup.exe in folgendem Verzeichnis des Installationsme-
diums:

XpressionsInstall\AddOn\Misc\Cluster\x64\
2. Kilicken Sie auf Next.

3. Lesen Sie die Lizenzbedingungen durch, aktivieren Sie das Kontrollkastchen
| accept the terms in the License Agreement und klicken Sie auf die
Schaltflache Next.

4. Klicken Sie auf Install. Die Installation wird durchgefiihrt und der Fortschritt
der Installation wird in einem Dialog dargestellt.

5. Klicken Sie auf Finish, um die Installation abzuschlieRen.
6. Starten Sie den Computer neu.

7. Offnen Sie die Datei C: \WINDOWS\ Temp\ucsetup. log. In dieser Datei
finden Sie Logbucheintrage, die anzeigen, ob der Druckertreiber ordnungs-
gemal installiert wurde.

8. Fuhren Sie die Schritte 1 bis 7 auf jedem Knoten aus.

5.3.2.1 Druckertreiber deinstallieren

Wenn der Druckertreiber zu einem spateren Zeitpunkt vom System deinstalliert
werden soll, missen Sie dann folgendermalen vorgehen:

1. SchlielRen Sie das verwendete Installationsmedium an einen Knoten an und
starten Sie die Datei setup.exe in folgendem Verzeichnis des Installationsme-
diums:

XpressionsInstall\AddOn\Misc\Cluster
2. Klicken Sie auf Next.

3. Kilicken Sie auf Remove.

4. Klicken Sie auf Remove. Die Deinstallation wird durchgefihrt.
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5. Kilicken Sie auf Finish.

5.3.3 Printer-Embedded-Codes installieren

Fuhren Sie die folgenden Schritte durch, um Printer-Embedded-Codes zu instal-
lieren:

1. Erstellen Sie ein neues Verzeichnis auf dem Clusterlaufwerk, zum Beispiel
R:\pec_spool.

2. Geben Sie dieses Verzeichnis durch die folgenden Unterschritte fir den
Vollzugriff fir jeden Benutzer frei, damit der XPR-Server Zugriff auf die
PostScript-Dateien hat.

a) Klicken Sie im Windows Explorer mit der rechten Maustaste auf dieses
Verzeichnis und wahlen Sie die Option Properties aus.

b) Klicken Sie auf die Registerkarte Sharing.

c) Klicken Sie auf die Schaltflache Advanced Sharing....

d) Aktivieren Sie das Kontrollkastchen Share this folder.

e) Klicken Sie auf die Schaltflache Permissions.

f) Wabhlen Sie im Feld Group or user names den Eintrag Everyone aus.

g) Aktivieren Sie im Feld Permissions for “Everyone” das Kontroll-
kastchen Allow fir den Eintrag Full Control.

h) Klicken Sie auf die Schaltflache OK.
i) Klicken Sie auf die Schaltflache OK.

j) Klicken Sie auf die Schaltflache Close.

Der freigegebene Ordner kann im Windows Explorer, der auf einem anderem
Rechner im Netz lauft, zum Beispiel wie folgt gedffnet werden:

\\<IP-Adresse des Clusters>\pec_spool

HINWEIS: Ersetzen Sie <IP-Adresse des Clusters> durch die IP-
Adresse des Clusters, aber nicht durch die IP-Adresse des aktiven oder
inaktiven Knotens.

3. Fuhren Sie jetzt Schritt 1 auf Seite 138 bis Schritt 18 auf Seite 143 im
Abschnitt 5.5.2, “Freigaben als Ressource des XPR Servers im Cluster
anlegen”, auf Seite 138 mit den Werten in der folgenden Tabelle durch:
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Freigabename |Pfad Benutzer- Rechte
gruppe
<Name> [LW:]\pec_spool Everyone Full Control

<Name> ist durch einen beliebigen Wert zu ersetzen.

HINWEIS: Spéater (nicht jetzt!) werden die Anweisungen im Abschnitt 5.5.2,
“Freigaben als Ressource des XPR Servers im Cluster anlegen”, auf Seite
138 mit den Werten in Tabelle 6 auf Seite 138 durchgefihrt.

WICHTIG: Damit ist die Einrichtung der neuen Freigabe erfolgt. Im rechten
Bereich des Cluster Administrators wird nun eine neue Ressource vom Typ
File Share angezeigt. Die Screenshots in den nachfolgenden Abschnitten
dieser Dokumentation geben dies nicht wider.

Markieren Sie im rechten Bereich des Cluster Administrators mit der rechten
Maustaste die soeben erstellte Ressource und wahlen Sie Bring Online aus.

Auf jedem Client-Rechner, der diese Printer-Embedded-Codes verwenden
will, muss mit den folgenden Unterschritten ein bestimmter lokaler Drucker
installiert werden.

HINWEIS: Diese Unterschritte kdnnen je nach verwendetem Betriebs-
system unterschiedlich sein.

a) Offnen Sie Start > Devices and Printers.
b) Klicken Sie auf den Menioption Add a printer.
c) Kilicken Sie auf die Schaltflache Add a local printer.

d) Wahlen Sie im Feld Use an existing port den Wert XPR Server Fax
Monitor aus.

e) Klicken Sie auf die Schaltflache Next.

f)  Wenn Sie den Drucker auf Windows XP oder Windows Server 2003
installieren, wahlen Sie den Drucker HP LaserJet lll PostScript Plus
v2010.118 aus.

Wenn Sie den Drucker auf Windows Vista, Windows 7, Windows Server
2008 oder Windows Server 2008 R2 installieren, wahlen Sie den Drucker
HP LaserJet 2300 Series PS aus.
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Wenn Sie den Drucker auf Windows Server 2012 installieren, wahlen Sie
den Drucker HP Universal Printer Driver aus. Sie konnen sich diesen
Druckertreiber zum Beispiel von ftp://ftp.hp.com/pub/softlib/
softwarel2/C0L40842/ds-99376-4/upd-ps-x64-
5.6.0.14430.exe herunterladen.

g) Klicken Sie auf die Schaltflache Next.

h) Tragen Sie einen Namen, der auf EC endet (zum Beispiel XPR EC), fur
den Drucker ein.

WICHTIG: Im Druckernamen muss wie im Beispiel vor EC ein
Leerzeichen stehen.

i) Klicken Sie auf die Schaltflache Next.

j) Aktivieren Sie das Kontrollkéstchen Do not share this printer und
klicken Sie auf die Schaltflache Next.

WICHTIG: Richten Sie wie beschrieben den Drucker auf jeden Fall als
lokalen Drucker ein (Do NOT share this printer).

k) Klicken Sie auf die Schaltflache Finish.

[) Klicken Sie mit der rechten Maustaste auf den Drucker und wahlen Sie
die Option Printing Preferences aus.

HINWEIS: Je nach Betriebssystem muss Properties > General >
Printing Preferences ausgewahlt werden.

m) Klicken Sie auf die Registerkarte Advanced.

n) Setzen Sie Document Options > PostScript Options > PostScript
Output Options auf den Wert Optimize for Portability.

0) Kilicken Sie auf die Schaltflache OK.

WICHTIG: Ein Courier-Font muss benutzt werden, um Embedded-Codes flr
die Mail-APL lesbar zu machen.

Wenn Sie andere Fonts benutzen, schreibt der Druckertreiber die Texte als
Binarcode in die erstellte PostScript-Datei, so dass die Mail-APL die
Embedded-Codes nicht mehr lesen kann.
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6. Auf jedem Clientrechner, der diese Printer-Embedded-Codes verwenden
will, miissen mit den folgenden Unterschritten Werte in der Registrierungsda-
tenbank gesetzt werden, damit der neu eingerichtete Drucker weiss, wo sich
der XPR und das Freigabeverzeichnis befindet.

HINWEIS: Fihren Sie diese Unterschritte weder auf dem aktiven Knoten
noch auf dem inaktiven Knoten durch!

a)
b)

c)

d)

Offnen Sie Start > Run.
Geben Sie regedit ein und klicken Sie auf die Schaltflache OK.

Offnen Sie den Schliissel’ HKEY_LOCAL_MACHINE\SOFTWARE\PP-
COM\FaxMon\DefaultDir.

Wenn dieser Schliissel noch nicht existiert, erstellen Sie ihn (Typ
REG_S2Z).

Tragen Sie als Wert dieses Schliissels den UNC-Pfad des Verzeich-
nisses ein, das sie im Schritt 2 auf Seite 129 auf dem Cluster freigegeben
haben.

Beispiel:

\\<IP-Adresse des Clusters>\pec_spool

WICHTIG: Ersetzen Sie <IP-Adresse des Clusters> durch die IP-
Adresse des Clusters, aber nicht durch die IP-Adresse des aktiven oder
inaktiven Knotens.

Offnen Sie den Schiissel’ HKEY_LOCAL_MACHINE\SOFTWARE\PP-
COM\FaxMon\MailApl_FaxPipe_Host.

Wenn dieser Schlissel noch nicht existiert, erstellen Sie ihn (Typ
REG_SZ).

Tragen Sie als Wert dieses Schlissels die IP-Adresse (siehe Schritt 12
auf Seite 40) oder den Netzwerknamen (siehe Schritt 12 auf Seite 46) des
Clusters ein.

WICHTIG: Geben Sie weder die IP-Adresse noch den Netzwerknamen
des aktiven oder inaktiven Knotens ein.

1. Benutzen Sie auf 64-Bit-Betriebssystemen
HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\. . . statt
HKEY_LOCAL_MACHINE\SOFTWARE\.. ..

132
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Setzen Sie den folgenden Schliissel’ in der Registrierungsdatenbank auf den
Wert 0x00000001:

HKEY_LOCAL_MACHINE\ SOFTWARE\ PP-COM\MRS\Mai1Apl\SupportEC
Wenn der Schlussel nicht existiert, erstellen Sie ihn (Typ REG_DWORD).
Die Mail-APL wertet die Embedded-Codes, die in der Druckausgabe des

PostScript-Codes sind, aus und ersetzt sie mit Leerzeichen in der auf dem
Papier gedruckten Ausgabe.

Setzen Sie den folgenden Schlssel’ in der Registrierungsdatenbank des
aktiven Knotens auf den Wert 0x00000001:

HKEY_LOCAL_MACHINE\ SOFTWARE\ PP-COM\MRS\Mai1Apl\SupportEC
Wenn der Schlussel nicht existiert, erstellen Sie ihn (Typ REG_DWORD).

5.3.4 Systemvariablen auf den Knoten setzen

Die Systemvariablen Path und zwei Systemvariablen fir Ghostscript missen auf
allen weiteren Knoten erweitert bzw. gesetzt werden, auf denen der XPR Server
im Cluster ausgefiihrt wird.

1.

2
3
4.
5

Klicken Sie auf Start > Settings > Control Panel.
Klicken Sie auf den Eintrag System.

Klicken Sie auf die Registerkarte Advanced.

Klicken Sie auf die Schaltflache Environment Variables.
Erweitern der Systemvariablen Path

a) Klicken Sie doppelt auf den Eintrag der Variablen Path im Bereich
System variables.

WICHTIG: Achten Sie darauf, dass Sie die Variable Path im Bereich
System variables und nicht im Bereich User variables verandern.

b) Setzen Sie die Einfligemarke an das Ende des Feldes Variable value.
c) Fugen Sie ein Semikolon ein.

d) Geben Sie einen Wert analog zu

r:\OpenScape\XPR\bin;r: \OpenScape\XPR\SDKTools.

. Benutzen Sie auf 64-Bit-Betriebssystemen

HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\ . . . statt
HKEY_LOCAL_MACHINE\SOFTWARE\. . ..
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e)

ein. Dabei ist r: \OpenScape\XPR\ das Verzeichnis des XPR auf dem
Clusterlaufwerk.

Klicken Sie auf die Schaltflache OK.

6. Setzen der Systemvariablen fur Ghostscript:

b)

c)

d)
e)
f)
9)

134

WICHTIG: Achten Sie darauf, dass Sie die folgenden Variablen im
Bereich System variables und nicht im Bereich User variables setzen.

Klicken Sie im Bereich System variables auf die Schaltflache New.
Geben Sie im Feld Variable name GS_LIB ein.

Geben Sie im Feld Variable value einen Wert analog zu

r:\OpenScape\XPR\res\convert\ghost-
script\lib;r:\OpenScape\XPR\res\convert\ghost-
script\font

ein. Dabei ist r : \OpenScape\XPR\ das Verzeichnis des XPR auf dem
Clusterlaufwerk.

Klicken Sie auf die Schaltflache OK.
Klicken Sie im Bereich System variables auf die Schaltflache New.
Geben Sie im Feld Variable name GS_DLL ein.

Geben Sie im Feld Variable value einen Wert analog zu
r:\OpenScape\XPR\res\convert\ghostscript\gsdl132.d1l1l

ein. Dabei ist r: \OpenScape\XPR\ das Verzeichnis des XPR auf dem
Clusterlaufwerk.

Klicken Sie auf die Schaltflache OK.
Klicken Sie auf die Schaltflache OK.
Klicken Sie auf die Schaltflache OK.
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5.4 XPR Dienste stoppen

Vor Durchfiihrung der Cluster-Integration missen alle XPR Dienste auf dem
Knoten, auf dem die Installation durchgefiuihrt wurde, gestoppt werden.

WICHTIG: Die Gruppe fir den XPR-Server darf an dieser Stelle noch nicht
zwischen den Knoten verschoben worden sein.

1. Klicken Sie auf Start > Programs > Administrative Tools > Services.

Die Diensteverwaltung wird geoffnet.
2. Suchen Sie alle Dienstnamen, die mit XPR beginnen.

3. Klicken Sie mit der rechten Maustaste auf einen XPR Dienst und wahlen Sie
aus dem Kontextmenu den MenuUpunkt Stop Service.

4. Setzen Sie nun den aktuellen XPR Dienst auf manuellen Start.

a) Klicken Sie mit der rechten Maustaste auf einen der XPR Dienste und
wahlen Sie aus dem Kontextmenl den Menlpunkt Properties.

. Services =18 x|
Eile Action Y¥iew Help
== RBZ]r 5=

#, Services (Local)

XPR Administrator{mrs)

Administral

Start the service %PR Configurati Stop tanual Lacal System
%XPR Informatior pause Manual Local System
%KPR Inkernet M: _ Manual Local System

Resume:
%XPR License Ser IManual Local System
Restart
%XPR Mail APL(M: ——— Manual Local System
4P Message R All Tasks ¥ Manual Lacal System
%XPR Mame Lacal IManual Local System
Refresh
%XPR Motification = Manual Local System
%KPR Status Disp Manual Local System

%XPR TCP/IP Tral e IManual Local System
%XPR Web APL{W Py Manual Local System
=
Extended /4 Standard /

‘Opens property sheet for the current selection, |

Der Dialog Properties wird gedffnet:
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XPR Administrator{mrs) Properties (Locé

General | Log DnI Hecoveryl Dependenciesl

Service name: mrs

21|

Dizplay name: F(F'F! Adminizstrator(mrs)

Dezcription: ‘

Fath to executable:

L

|r:\DpenScape\xpr\bin\MHS.exe

=

Startup type: I M arual
Automatic
Service status: Disabled
Start | Stop | Eause

Eesume |

*r'ou can specify the start parameters that apply when pou start the service

fram here.

Start parameters: I

Co ]

Appli |

b) Wahlen Sie im Feld Startup type die Option Manual aus.

c) Klicken Sie auf die Schaltflache OK um den Dialog zu beenden

Wiederholen Sie die Schritte 3a bis 3c fur jeden weiteren XPR Dienst in der

Liste der Dienste.

Fihren Sie Schritt 3 auf Seite 135 und Schritt 4 auf Seite 135 fiir den Dienst

stunnel aus.
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5.5 Lokale Freigaben als Ressourcen einrichten

Wahrend der Installation wurden fir den XPR-Server mehrere Freigaben einge-
richtet. Diese Freigaben wurden als lokale Freigaben angelegt und missen
manuell auf den XPR-Server im Clustersystem Ubertragen werden, d. h. sie
mussen im Cluster Administrator als Ressourcen angelegt werden.

5.5.1 Lokale Freigaben auf dem Knoten loschen

1. Offnen Sie die Computerverwaltung fiir Freigaben. Klicken Sie dazu auf Start
> Programs > Administrative Tools > Computer Management.

E Computer Management . i _I_I- jm] ZI
g Eile Action  ¥iew  Window  Help ‘ |2 ﬂ
o a@E BB 2|
g Computer Management (Local) Share Name 7 | Folder Path | Type | # Client Connections | Description |
=] ﬁg Syskem Tools Ll aomIng C{WINDOWS windows [i] Remate Admin
(2] Event viewer [led i Windows ] Default share
E 2 shared Folders =0d A Windows ] Default share
| i Shares Ercs windows 0 Remote IPC
i SESSIDH_T EaMrsBackup rOpenScapewpriBackup  Windows ]
. ELQ C‘JEen Fil esd s ngsC\nt r\penScapeispriClient Windows a
+
acal Lisers and araups EaMsFolderss  \OpenScapeteprFolders  Windows 0
[+--@§| Performance Logs and Alerts .
ngsMnmtnr r:\OpenScaperpri onitor windows o
Device Manager
[_]@ Storage ngsNCOConﬂgis r:ApenScapehsprsiCO Windows 1]
&5 Removable Storage ngsUserdatﬂ rApenScape \wprilserdata  Windows 1]
® Disk Defragmenter [=le ] Qi Windows ] Cefault share
5 Disk Management BIRg R Windows ] Default share
&z B} Services and Applications

2. Markieren Sie in der Liste den Eintrag System Tools > Shared Folders >
Shares.

3. Klicken Sie im rechten Bereich mit der rechten Maustaste auf die Freigabe
MrsBackup$ und wahlen Sie aus dem Kontextmen(i den Menlpunkt Stop
Sharing.

4. Wiederholen Sie Schritt 3 fir folgende Freigaben
a) MrsCint
b) MrsFolders$
c) MrsMonitor
d) MrsNCOConfig$
e) MrsUserdata$

5. SchlieRen Sie den Dialog Computer Management.

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 137



Clusterintegration

Lokale Freigaben als Ressourcen einrichten

5.5.2 Freigaben als Ressource des XPR Servers im
Cluster anlegen

In den nachfolgenden Schritten wird das Einrichten neuer Freigaben exempla-
risch am Beispiel der Freigabe MrsBackup$ durchgefiihrt. Wiederholen Sie diese
Schritte fir jede weitere Freigabe laut folgender Tabelle:

XPR- Freigabename |Pfad Benutzer- Rechte

Verzeichnis gruppe

Backup MrsBackup$ [LW:]\Pfad\Backup Local Full Control
Administrators

Client MrsCint [LW:]\Pfad\Client Everyone Read

Folders MrsFolders$ [LW:\Pfad\Folders Local Full Control

Administrators

Monitor MrsMonitor [LW:\Pfad\monitor Local Read

Administrators

NCO MrsNCOConfig$ | [LW:]\Pfad\NCO Local Full Control

Administrators

Userdata MrsUserdata$ [LW:]\Pfad\Userdata Local Full Control

Administrators

Tabelle 6 Freigaben als Ressourcen

1.

138

Offnen Sie den Cluster Administrator unter Start > Programs > Administ-
rative Tools > Cluster Administrator.

Klicken Sie im Cluster Administrator mit der rechten Maustaste auf den
Ordner der Gruppe fiir den XPR-Server und wahlen Sie im Kontextmeni New
> Resource oder wahlen Sie aus dem MenU File den Menlpunkt New >
Resource aus.

Der Dialog New Resource wird gedffnet.

Geben Sie im Feld Name einen eindeutigen Namen flir die Ressource File
Share an.

Optional: Geben Sie im Feld Description eine erganzende Beschreibung flr
die neue Freigabe ein.

Wahlen Sie im Drop-down-Menl Resource type die Option File Share aus.

Wahlen Sie im Drop-down-Men( Group die Gruppe aus, in der die
Ressourcen des XPR-Servers laufen.

Lassen Sie die Option Run this resource in a separate Resource Monitor
frei.
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8. Kilicken Sie auf die Schaltflache Next.

Der Dialog Possible Owners wird angezeigt.

|. MrsBackup$ Res

Possible owners are nodes in the cluster on which this rezource can be brought online.
Specify the possible owners for this rezource,

Ayailable nodes: Possible owners:
Mame I Mame I

Add > | &0 BIGCLKN1
& BIGCLEN2
<- Bemove |

< Back I Mest » I Cancel |

9. Wahlen Sie aus der Liste Available nodes die Knoten aus, auf welche die
Cluster-Konfiguration und die Ressourcen im Falle eines Failover Ubertragen
werden.

a) Markieren Sie in der Liste Available nodes den gewlinschten Knoten.

b) Klicken Sie auf die Schaltflache Add->, um den ausgewahlten Knoten
aus der linken Liste in die Liste Possible owners zu verschieben.

c) Wenn Sie einen Knoten aus der Liste Possible owners entfernen wollen,
selektieren Sie diesen Knoten in der Liste und klicken Sie auf die Schalt-
flache <-Remove.
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10. Klicken Sie auf die Schaltflache Next, wenn Sie alle erforderlichen Knoten
ausgewahlt haben.

Es wird der Dialog Dependencies geoffnet:

|. MrsBackup$ Res

Dependencies are resources which must be brought online by the cluster service first.
Specify the dependencies for this resource.

Awailable rezources: Fiesource dependencies:

Fesource | Fiesour Fesource | Fiesc

Disk Bz o Physice i
IP sddress Res  IP Addi "—I
m Metwork Mame Nebwor - Hemove |

KTE— 0 E——

< Back I Mest » I Cancel |

11. In der Liste Resource dependencies missen die Abhangigkeiten der
Freigabe ausgewahlt werden. Die Abhangigkeiten einer Freigabe sind zum
einen der Netzwerkname des Rechners auf dem der XPR Server installiert
wurde und zum anderen das fir den XPR Server im Clustersystem erstellte
physikalische Laufwerk.

a) In der Liste Available resources werden die vorhandenen Ressourcen
angezeigt.

b) Wahlen Sie die Ressourcen vom Typ Network Name und Physical Disk
des zu installierenden XPR Servers im Clustersystem in der Liste
Available resources aus.

¢) Klicken Sie auf die Schaltflache Add-> um die ausgewahlten Ressourcen
in die Liste Resource dependencies zu verschieben.

d) Wenn Sie eine Ressource von der Liste Resource dependencies
entfernen wollen, selektieren Sie diese Ressource in der Liste und klicken
Sie auf die Schaltflache <-Remove.
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12. Klicken Sie auf die Schaltflache Next.

Der Dialog File Share Parameters wird gedffnet.

MrsBackup$ Res

Share name: ||

Path: I

LComment: I

Uzer Limnit

& Maximum allowed

 Allow I _:| uzers

Permizzions... | Advanced... | Caching... |

< Back I Firish | Cancel |

13. Geben Sie in den Feldern dieses Dialogs die Werte entsprechend der oben
angegebenen Tabelle ein (vgl. Abschnitt 5.5.2, “Freigaben als Ressource des
XPR Servers im Cluster anlegen”, auf Seite 138).

a) Geben Sie im Feld Share Name den Namen der neuen Freigabe ein,
entsprechend der weiter oben angegebenen Tabelle (vgl. Abschnitt 5.5.2,
“Freigaben als Ressource des XPR Servers im Cluster anlegen”, auf
Seite 138).

b) Geben Sie im Feld Path den Pfad zur aktuellen Freigabe ein. Verwenden
Sie hier keinesfalls ein lokales Laufwerk, sondern immer das Laufwerk
auf dem Cluster, das der XPR Servergruppe als Ressource zugeordnet
wurde, zum Beispiel r : \OpenScape \XPR\Backup. Behalten Sie wenn
mdglich die Vorgaben ein und &ndern Sie nur den Laufwerksbuchstaben.

c) Optional: Tragen sie im Feld Comment einen beliebigen Kommentar fir
die Freigabe ein.

a) Lassen Sie den Bereich User Limit, sowie die Einstellungen fur
Advanced... und Caching... unverandert.

14. Klicken Sie auf die Schaltflache Permissions... um die Zugriffsrechte fiir die
Freigaben zu andern.
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15. Der Dialog Permissions for [Name der Freigabe] wird gedffnet.

16.

17.

Permissions for MrsBackup$ (MrsBackup$ R ll

Security |

Group or user names:

Bemove |

agd.. |

Permizzions for Everyone Allow Deny
Full Control O O
Change O O
Read O
ak. I Cancel | Lpply |
a) Wahlen Sie eventuell bereits vorhandenen Benutzer- oder Gruppen-

b)

c)

d)

namen in der Liste Group or user names aus.

Klicken Sie auf die Schaltflache Remove, um die bereits vorhandenen
Benutzernamen zu l6schen.

Klicken Sie auf die Schaltflache Add, um einen neuen oder bestehenden
Benutzer der Liste hinzuzufligen. Der Benutzer fir die Freigaben wird
vom Netzwerkadministrator des Netzwerkes festgelegt.

Richten Sie den Benutzer als Mitglied der Gruppe ein, die obenstehende
Tabelle angibt (vgl. Abschnitt 5.5.2, “Freigaben als Ressource des XPR
Servers im Cluster anlegen”, auf Seite 138).

Weisen Sie dem Benutzer die Rechte laut obenstehender Tabelle zu (vgl.
Abschnitt 5.5.2, “Freigaben als Ressource des XPR Servers im Cluster
anlegen”, auf Seite 138).

Klicken Sie auf die Schaltflache Finish, um die Einrichtung der Freigabe
abzuschlief3en.

Es wird ein abschlieRender Bestatigungsdialog angezeigt.

Cluster Administrator | =

.
\!J) Cluster resource 'MrsBackupd Res' created successfully,

Klicken Sie im Bestatigungsdialog auf die Schaltflache OK, um zur Ubersicht
des Cluster Administrators zurtickzukehren.
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18. Damit ist die Einrichtung der neuen Freigabe erfolgt. Im rechten Bereich des
Cluster Administrators wird nun eine neue Ressource vom Typ File Share

angezeigt.
=10l x|
=18 x|
E|- BIGCL Mare | Stake | Craner I Resource Type | Description |
= Groups (Dpisk ke orline  BIGCLEML  Physical Disk
o g Cluster Group (1P Address Res oOrline  BIGCLKNL 1P Address
- Group0 [ etwark Hame Res Online  BIGCLKM1  Metwork Mame
Resources 3 MrsBackupg Res Offline  EIGCLEML  File Share
Cluster Configuration
o) BIGCLKNL
[ @) BIGCLEMZ
Far Help, press F1 UM 4

19. Wiederholen Sie die Schritte 1.) bis 18.) fir jede weitere Freigabe laut
obenstehender Tabelle (vgl. Abschnitt 5.5.2, “Freigaben als Ressource des
XPR Servers im Cluster anlegen”, auf Seite 138).

20. Markieren Sie im rechten Bereich des Cluster Administrators mit der rechten

Maustaste die soeben erstellten Ressourcen und wahlen Sie Bring Online
aus.
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5.6 Anmeldekonto fiir XPR Dienste zuordnen

Wenn noch kein Anmeldekonto fir die XPR-Dienste erstellt worden ist (siehe
Abschnitt 4.3.2, “Anmeldekonto fur XPR Dienste erstellen”, auf Seite 69) und im
Schritt 1 auf Seite 95 das Kontrollkastchen Assign an account to Xpressions
services nicht aktiviert wurde, miissen die folgenden Anweisungen in diesem
Kapitel durchgefiihrt werden:

Damit die notwendigen XPR Dienste im Clusterkontext laufen kdnnen, missen
sie mit einem Benutzerkonto gestartet werden, das auf allen Knoten des Clusters
existiert und identische Berechtigungen verleiht. Dieses Konto muss vom lokalen
Netzwerkadministrator angelegt und mit den erforderlichen Rechten ausgestattet
werden.

Das Benutzerkonto, das fiir die Ausfihrung der Dienste angelegt wird, muss
mindestens folgende Bedingungen erfiillen:

¢ Der Benutzer muss ein Domanenbenutzer sein und zur gleichen Domane
gehdren, in der der XPR Server installiert wird.

¢ Alle Dienste und APLs, die unter diesem Benutzer laufen, missen das Recht
Logon as Service erhalten.

e Der Benutzer muss auf allen Knoten verfliigbar sein, auf denen der XPR
Server installiert wird.

WICHTIG: Falls Sie auch die Dienste XPR Exchange Connector for i386
(<XPR Servername>:<Exchange Servername>) oder XPR Exchange UM APL
im Cluster installieren, muss fir diese Dienste statt des obigen Benutzerkontos
ein Benutzerkonto mit weiteren speziellen Rechten benutzt werden. Umfassende
Details zu den bendtigten Rechten liefert die Installations- und Administratordo-
kumentation OpenScape Xpressions Microsoft Exchange Gateway unter dem
Stichwort Dienstkonto. Bedenken Sie, das fiir die Installation der Exchange-
Anbindung mehr Rechte bendtigt werden, als fur den Betrieb.

1. Offnen Sie die Diensteverwaltung. Klicken Sie dazu auf Start > Programs >
Administrative Tools > Services.

2. Stellen Sie sicher, dass alle XPR Dienste deaktiviert (Offline) sind (vgl.
Abschnitt 5.4, “XPR Dienste stoppen”, auf Seite 135).

3. Klicken Sie mit der rechten Maustaste auf den ersten verfigbaren XPR
Dienst, zum Beispiel XPR Administrator(mrs). Wahlen Sie im Kontextmen(
den Menupunkt Properties und anschlieRend die Registerkarte Log On.
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XPR Administrator{mrs) Properties (Local Com 2=l

General LogOn | Hecoveryl Dependenciesl

Log on az

eract with desktop

" This account: I Browse... |

Bazsword: I

Lonfirm password; I

“f'ou can enable or dizable thiz service for the hardware profiles listed below:

Hardware Frafile | Service |
Frafile 1 Enabled
Enctle | Disable |

ak. I Cancel | Lpply |

4. Wahlen Sie die Option This account.

5. Kilicken Sie auf die Schaltflache Browse..., um nach dem vom Netzwerkad-
ministrator vorgegebenen Benutzerkonto fir die XPR Dienste zu suchen.

Der Dialog Select User wird gedffnet.

selectser 2| ]
Select thiz object type:
IUser Object Types... |
FEram this location:
IEntire Diirectory Locations... |
Enter the object name to select [examples):
[ Lheck Hames I
Advanced... | [k | Cancel |
4

a) Wahlen Sie aus der Liste Object Types... den Objekttyp User.

b) Klicken Sie auf die Schaltflache Locations..., um entweder ein lokales
Benutzerkonto oder ein Benutzerkonto aus einer Doméane zu verwenden.

c) Wahlen Sie dazu im Fenster Locations den zutreffenden Rechner oder
die entsprechende Domane aus.

d) Kilicken Sie auf die Schaltflache OK, um wieder zum Dialog Select User
zuruckzukehren.

e) Klicken Sie auf die Schaltflache Check Names, um nach Benutzerkonten
zu suchen.

f) Geben Sie im Feld Enter the object name to select den Anfang des
Benutzernamens ein.
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g) Klicken Sie auf die Schaltflache Check Names.

In der unteren Liste werden die gefundenen Benutzerkonten angezeigt.

h) Wahlen Sie das vom Netzwerkadministrator vorgegeben Benutzerkonto
fur die XPR Dienste im Feld Enter the object name to select aus und

klicken Sie auf die Schaltflache OK.

WICHTIG: Wenn Sie diesen Schritt fir die Dienste XPR Exchange
Connector for i386 (<XPR Servername>:<Exchange Servername>)
oder XPR Exchange UM APL ausfiihren, achten Sie auf die oben
erwahnten besonderen Anforderungen an die Rechte dieses Kontos.

6. In der Registerkarte Log On wird der ausgewahlte Benutzer angezeigt.
Geben Sie in den Feldern Password und Confirm password das Passwort
fur dieses Benutzerkonto ein.

7. Klicken Sie auf OK, um die Einstellungen zu Gbernehmen.

8. Wiederholen Sie die Schritte 1.) bis 7.) fir jeden weiteren XPR Serverdienst.

Fle  Action Yiew Help |

=10l x|

‘4- + |EEFRE[2] ==

Extanded

Start the service

Ty services (Locdl) %, Services (Local)

XPR Administrator(mrs)

SxPR Configuration ...
B XPR Information St...
S4XPR Internet Mal A...
PR License Server...
S4%PR Mail APL{Mailipl)
B XPR Message Rout...
24 XPR Name Locator(,..
By ¥PR NotiFication AP,
S XPR Status Dispate...
B XPR TCRIIP Transp...
S4XPR Web APL{WeD...

Status Startup Type Log On As -
[Manual : l
Manual administrator@Mazx.local
Manual adrinistrator@Max.local
Manual administrator@Mazx.local
Manual adrinistrator@Max.local
Manual administrator@Mazx.local
Manual adrinistrator@Max.local
Manual administrator@Mazx.local
Manual adrinistrator@Max.local
Manual administrator@Mazx.local
Manual adrinistrator@Max.local j

Manual administrator@Mazx.local

Standard /'
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5.7 XPR Dienste als Ressourcen einrichten

5.7.1 Vorbereitungen

Die durch die XPR Installation erzeugten Abhangigkeiten zwischen den XPR
Diensten missen duch die folgenden Schritte geléscht werden:

1. Offnen Sie die Diensteverwaltung unter Start > Programs > Administrative
Tools > Services.

a) Klicken Sie mit der rechten Maustaste auf einen XPR Dienst und wahlen
Sie Properties aus.

Sie finden die Anzeigenamen dieser Dienste in der Spalte Dienstbe-
zeichnung in der Diensteverwaltung in Tabelle 8 auf Seite 154.

b) Klicken Sie auf die Registerkarte Dependencies.

Im ersten Feld werden die Dienste gezeigt, von denen der ausgewahlite
Dienst abhangig ist.

XPR License Server{licsyc) Properties {Local Computer) [ %]

| Generall Log DnI Recovery Dependencies |

Some services depend on other services, system drivers or load order
groups. |f & system component is stopped, or is nat running properly,
dependent services can be affected.

#PR Licenze Server(licsve]

Thiz zervice depends on the following system components:

The following system components depend on this senvice;

------ <Mo Dependencies:

QK I Cancel | Apply |

2. Offnen Sie eine Eingabeaufforderung und geben Sie den Befehl nach
folgendem Muster ein:

sc config <Dienstname> depend= /

WICHTIG: Beachten Sie, dass ein Leerzeichen dem Gleichheitszeichen
folgen muss.

Es ist unwichtig, ob es eine normale Eingabeaufforderung oder eine Einga-
beaufforderung im Clusterkontext ist.
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Beispiel:
sc config licsve depend= /

Beispielausgabe:

C:\Users\administrator .WITWEBOLTE>sc config licsvc depend= /
[SC] ChangeServiceConfig SUCCESS
C:\Users\administrator .WITWEBOLTE>

3. Die Abhangigkeiten dieses Dienstes werden geldscht. Kontrollieren Sie dies
unter der Registerkarte Dependencies.

4. Flhren Sie Schritt 2 fir alle XPR Dienste aus, die in der Diensteverwaltung
angezeigt werden. Die Reihenfolge der Ausfiihrung ist unwichtig. Sie finden
die Namen dieser Dienste in der Spalte Dienstname in Tabelle 8 auf Seite
154.

5.7.2 Ubersicht

Alle XPR Dienste, die wahrend der Installation des XPR Servers im Cluster als
Dienste eingerichtet wurden (siehe Kapitel 4, “Installation des XPR auf einem
Clustersystem”), wurden als lokale Dienste auf dem ersten Knoten eingerichtet.

Welche XPR Dienste als lokale Dienste auf dem ersten Knoten eingerichtet
wurden, haben Sie durch die Auswahl der zu installierenden Features in
Abschnitt4.4.1, “Features auswahlen”, auf Seite 87 bestimmt (siehe auch Tabelle
4 auf Seite 88). Alle anderen bendétigten XPR Dienste missen auf einem Satel-
liten installiert werden (siehe Abschnitt 5.10, “Satellitenumgebung mit geclus-
tertem Kernelcomputer”, auf Seite 182).

Damit die Dienste, die als lokale Dienste auf dem ersten Knoten installiert worden
sind, als Dienste im Cluster laufen kénnen und damit bei einem Failover automa-
tisch auf den zweiten Knoten Ubertragen werden, missen sie als Ressourcen
eingerichtet werden. XPR Dienste, die auf einem Satelliten laufen sollen, werden
nicht als Ressourcen eingerichtet.

Alle XPR Dienste, die die nachfolgende Tabelle 7 auf Seite 150 zeigt, kbnnen
grundsatzlich im Cluster installiert werden kénnen. Die Spalte Installation im
Cluster zeigt an, ob ein XPR Dienst im Cluster installiert werden muss (Wert:
Obligatorisch) oder ob er im Cluster installiert werden kann (Wert: Optional). Nur
fur XPR Dienste, die in dieser Tabelle gelistet sind, durften wahrend der Instal-
lation die in Tabelle 4 auf Seite 88 gelisteten entsprechenden Features ausge-
wahlt werden.

Die in Abschnitt 5.7.3, “Vorgehensweise”, auf Seite 155 aufgelisteten Handlungs-
anweisungen in Schritt 1 auf Seite 155 bis Schritt 18 auf Seite 159 beschreiben
exemplarisch die Einrichung des Lizenzservices (licsvc) als Ressource. Der
gleiche Vorgang muss anschlieRend auler fir XPR Information Store fir jeden
weiteren obligatorischen Dienst mit den entsprechenden Werten laut Tabelle 7
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auf Seite 150 in der angegebenen Reihenfolge durchgefuhrt werden. Der
analoge Vorgang fur XPR Information Store ist im Abschnitt 5.7.4, “Ressource
XPR Information Store Res einrichten”, auf Seite 161 beschrieben.

Nach der Einrichtung der obligatorischen XPR Dienste als Ressourcen mussen
die optionalen XPR Dienste als Ressourcen eingerichtet werden (siehe Schritt 20
auf Seite 159). Die Reihenfolge der Einrichtung der optionalen XPR Dienste als
Ressourcen untereinander spielt keine Rolle, weswegen sie in der Tabelle alle
dieselbe Reihenfolgenummer haben. Benutzen Sie die Diensteverwaltung, um
festzustellen, welche dieser XPR Dienste auf ihrem XPR Server vorhanden sind.

WICHTIG: Die Spalte Verfiigbarkeit in Tabelle 7 auf Seite 150 gibt an, ob ein
Dienst in einem Cluster generell, also uneingeschrankt verfligbar ist (GA, general
availability), oder ob er nur eingeschrankt verflgbar ist (LA, limited availability).

Eingeschrankte Verflgbarkeit heisst, dass dieser XPR Dienst von Third-Party-
Software abhangig ist oder diese beinhaltet und der Hersteller dieser Third-Party-
Software diese Software nicht fir Windows-Cluster freigegeben hat. Es wurde
jedoch uberpruft, dass die entsprechende XPR Komponente auf einem Windows-
Cluster laufen kann. Wenn eine Anderung oder ein Bug in der Third-Party-
Software zu einer Inkompabilitdt des XPR in einem Windows-Cluster flihren wird,
wird Unify Software and Solutions GmbH & Co.KG versuchen, einen Workaround zur Ve
stellen. Wenn ein solcher Workaround innerhalb dkonomisch vertretbarer
Grenzen nicht zur Verfigung gestellt werden kann, kann es eine endgiiltige
Lésung dieses Problems sein, die Clusterinstallation des XPR in einer Art und
Weise erneut durchzufiihren, dass diese Komponente auf einen (nicht geclus-
terten) Satelliten verschoben wird.
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Reihen- Dienstbezeichnung Dienst- Instal- Verfug- Abhangig- Im Registry Repli- Feature-
folge in der Dienstever- name lation  barkeit keiten cation Dialog einzu- auswahl
waltung im tragende HKLM- wiahrend
Cluster Registrierungsdaten- der XPR-
bankschliissel Installation
1 XPR License licsve Obliga- GA Alle Benutzen Sie auf 64-
Service(licsvc) torisch Netzwerk- Bit-Betriebssystemen
freigaben HKEY_LOCAL_MACHIN
E\SOFTWARE\Wow643

2Node\ . . . statt
HKEY_LOCAL_MACHIN
E\SOFTWARE\. ...

¢ SOFTWARE\PP-
COM

¢ SOFTWARE\SIEMEN
S

¢  SYSTEM\CurrentCont
rolSet\Services\licsv
c

Wenn Sie Systemver-

netzung (ISC) im

Cluster benutzen,

mussen auch die

folgenden Schlissel
eingetragen werden:

e HKLM\SOFTWARE\W
ow6432Node\classe
s\CLSID\{C49A8D4
0-9047-49¢4-88DD-
637833875D7D}

e HKLM\SOFTWARE\W
ow6432Node\classe
s\CLSID\{93219EF7
-2D4C-4d65-9A4A-

8D1ACOF6790A}

2 XPR Name nameloc Obliga- GA licsvc SYSTEM\CurrentContr

Locator(nameloc) torisch olSet\Services\namelo
c

3 XPR Configuration cfgsvc Obliga- GA nameloc SYSTEM\CurrentContr
Service(cfgsvc) torisch olSet\Services\cfgsvc

4 XPR Status Xmrsve Obliga- GA cfgsvc SYSTEM\CurrentContr
Dispatcher(xmrsvc) torisch olSet\Services\xmrsvc

Tabelle 7 Als Ressourcen zu installierende Dienste auf Windows Server 2003
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Reihen- Dienstbezeichnung Dienst- Instal- Verfiig- Abhangig- Im Registry Repli- Feature-
folge in der Dienstever- name lation  barkeit keiten cation Dialog einzu-  auswahl
waltung im tragende HKLM- wahrend
Cluster Registrierungsdaten- der XPR-
bankschliissel Installation
5 XPR Information infostor Obliga- GA e Xmrsvc
Store (infostor) torisch
* Network
WICHTIG: Der XPR Name
Information Store
wird nicht wie die * Laufwerk,
anderen Dienste als auf dem
Ressource einge- . .
richtet! Fiihren Sie ls'(]fh ?'e
nicht die Anwei- ntostor-
sungen in Abschnitt Dateien
5.7.3, “Vorgehens- befinden
weise”, auf Seite 155
durch, sondern
folgen Sie den Anwei-
sungen in Abschnitt
5.7.4, “Ressource
XPR Information
Store Res einrichten”,
auf Seite 161!
6 XPR Message Router mta Obliga- GA infostor SYSTEM\CurrentContr
(mta) torisch olSet\Services\mta
7 XPR Administrator mrs Obliga- GA mta SYSTEM\CurrentContr
(mrs) torisch olSet\Services\mrs
8 XPR TCP/IP tcpapl Obliga- GA mrs SYSTEM\CurrentContr TCP/IP-
Transport Layer torisch olSet\Services\TcpApl  Unter-
(tcpApl) stlitzung
9 stunnel stunnel Obliga- GA tcpapl SYSTEM\CurrentContr Siehe
torisch olSet\Services\stunnel  Schritt 6 auf
Seite 112
10 XPR Directory DirSvc Obliga- GA mrs SYSTEM\CurrentContr
Service (DirSvc) torisch olSet\Services\DirSvc
1" XPR Internet Mail SmtpApl Optional GA mrs SYSTEM\CurrentContr Internet-E-
APL (SmtpApl) olSet\Services\SmtpAp Mail-Server
I
1 XPR Vm2Txt APL Vm2TxtApl Optional SYSTEM\CurrentContr “Speech to
olSet\Services\Vm2Txt Text”
Apl
11 XPR Web APL WebApl Optional GA mrs SYSTEM\CurrentContr Webserver
(WebApl) olSet\Services\WebApl
1 XPR Mail APL MailApl Optional GA mrs SYSTEM\CurrentContr
(MailApl) olSet\Services\MailApl
11 XPR Lear APL (Lear) Lear Optional GA mrs SYSTEM\CurrentContr ’Lear’-
olSet\Services\Lear Testmodul
Tabelle 7 Als Ressourcen zu installierende Dienste auf Windows Server 2003
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Reihen- Dienstbezeichnung Dienst- Instal- Verfig- Abhéangig- Im Registry Repli- Feature-
folge in der Dienstever- name lation  barkeit keiten cation Dialog einzu-  auswahl
waltung im tragende HKLM- wéahrend
Cluster Registrierungsdaten- der XPR-
bankschliissel Installation
11 XPR Notification APL NotApl Optional GA mrs SYSTEM\CurrentContr Notification-
(NotApl) olSet\Services\NotApl  Modul
11 XPR Lpr APL LprApl Optional GA mrs SYSTEM\CurrentContr Print Output
(LprApl) olSet\Services\LprApl Manageme
nt
11 XPR Csta Apl CstaApl Optional GA mrs SYSTEM\CurrentContr CSTA-
(CstaApl) olSet\Services\CstaApl Protokoll
11 XPR Cti APL (CtiApl) CtiApl Optional GA mrs SYSTEM\CurrentContr CTI
Hinweis: Mit CSTA- olSet\Services\CtiApl  Computer-
Anbindung Telefonie-
Integration
1" XPR ip APL (ipApl) ipApl Optional GA mrs SYSTEM\CurrentContr IP-Telefonie
Hinweis: Ohne TTS olSet\Services\ipApl
und ohne ASR
11 XPR Ldap APL LdapApl Optional GA mrs SYSTEM\CurrentContr LDAP-
(LdapApl) olSet\Services\LdapApl Verzeich-
nissynchro-
nisation
11 XPR Presence APL  PresenceApl Optional GA mrs SYSTEM\CurrentContr Presence
(PresenceApl) olSet\Services\Presenc APL
eApl
11 XPR Xml APL XmlApl Optional GA mrs SYSTEM\CurrentContr Web
(XmlApl) olSet\Services\XmlApl  Service
Provider
11 XPR VM APL VMADI Optional GA mrs SYSTEM\CurrentContr Virtual
(VMADI) olSet\Services\VMApl  Machine
(VM)
11 XPR Printer APL PrintApl Optional GA mrs SYSTEM\CurrentContr Druckmodul
(PrintApl) olSet\Services\PrintApl
1" XPR Cti APL (CtiApl) CtiApl Optional LA mrs SYSTEM\CurrentContr CTI
Hinweis: Mit TAPI- olSet\Services\CtiApl ~ Computer-
Anbindung Telefonie-
Integration
1" XPR Isdn APL IsdnApl Optional LA mrs SYSTEM\CurrentContr ISDN-
(IsdnApl) olSet\Services\lsdnApl Hardware

Hinweis: Ohne TTS
und ohne ASR

11 XPR SMS Large SmsIPApI Optional LA mrs SYSTEM\CurrentContr Short
Account APL olSet\Services\SmsIPA Message
(SmslPApI) pl Service

11 XPR Serial APL V24Apl Optional LA mrs SYSTEM\CurrentContr V.24-Unter-
(V24Apl) olSet\Services\V24Apl  stiitzung

Tabelle 7 Als Ressourcen zu installierende Dienste auf Windows Server 2003
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Reihen- Dienstbezeichnung Dienst- Instal- Verfiig- Abhangig- Im Registry Repli- Feature-
folge in der Dienstever- name lation  barkeit keiten cation Dialog einzu-  auswahl
waltung im tragende HKLM- wahrend
Cluster Registrierungsdaten- der XPR-

bankschliissel Installation

11 XPR Filelnterface FiApl Optional LA mrs SYSTEM\CurrentContr Dateischnitt
APL (FiApl) olSet\Services\FiApl stelle

11 XPR Exchange <XPR Optional LA mrs SYSTEM\CurrentContr MS
Connector for i386 Servername> olSet\Services\ExchApl Exchange
(<XPR Servername>: :<Exchange 2003
<Exchange 2003 2003 Connector
Servername>) Servername>

11 XPR Exchange <XPR Optional LA mrs SYSTEM\CurrentContr MS
Connector for i386 Servername> olSet\Services\ExchApl Exchange
(<XPR Servername>: :<Exchange 2007
<Exchange 2007 2007 Connector
Servername>) Servername>

11 XPR Exchange UM ExUmApl Optional LA mrs SYSTEM\CurrentContr MS
APL olSet\Services\ExXUmA Exchange

pl TUM
Connector

1" XPR Lotus Notes LNApl Optional LA mrs SYSTEM\CurrentContr Lotus Notes
APL (LNApI) olSet\Services\LnApl Gateway

11 XPR Lotus Notes UM LnUmApl Optional LA mrs SYSTEM\CurrentContr Lotus Notes
APL (LnUmApl) olSet\Services\LnUmA TUM

pl

1" XPR SAP R/3 APL SapR3Apl Optional LA mrs SYSTEM\CurrentContr SAPconnec

(SapR3Apl) olSet\Services\SapR3A t
pl
WICHTIG: Die Installation dieser APL auf einem Windows Cluster ist nur projektspezifisch freigegeben.

1" XPR SAPphone APL SAPphoneAp Optional LA mrs SYSTEM\CurrentContr SAPphone(
(SAPphoneApl) I olSet\Services\SAPpho CTI)

neApl
WICHTIG: Die Installation dieser APL auf einem Windows Cluster ist nur projektspezifisch freigegeben.

1" XPR Reporting APL  RepApl Optional LA mrs SYSTEM\CurrentContr Report-
(RepApl) olSet\Services\RepApl modul
WICHTIG: Bei Installation der Report APL auf einem Cluster muss der XPR an einen Microsoft SQL Server
angebunden sein, der sich auf einem Rechner auRerhalb des Clusters befindet. Beachten Sie die Hinweise in
Abschnitt A.1, “Verwendung eines Microsoft SQL Servers”, auf Seite 293

11 XPR Schedule APL  RepSchedule Optional LA mrs SYSTEM\CurrentContr Scheduler
(RepScheduleApl) Apl olSet\Services\RepSch fiir Report-

eduleApl modul
WICHTIG: Bei Installation der Report Schedule APL auf einem Cluster muss der XPR an einen Microsoft SQL
Server angebunden sein, der sich auf einem Rechner au3erhalb des Clusters befindet. Beachten Sie die Hinweise
in Abschnitt A.1, “Verwendung eines Microsoft SQL Servers”, auf Seite 293
Tabelle 7 Als Ressourcen zu installierende Dienste auf Windows Server 2003
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Die folgenden XPR Dienste kdnnen nicht auf einem Windows-Cluster installiert
werden:

Dienstbezeichnung in der Diensteverwaltung Dienstname Featureauswahl wahrend der Installation
XPR Connection APL (conapl) conapl Connection APL
Wichtig: Beachten Sie den Hinweis unter dieser Tabelle!
Hinweis: Inklusive Web-Conferencing, Voice-Confe-
rencing und OpenScape Web Client
XPR Isdn APL (IsdnApl) IsdnApl ISDN-Hardware
Hinweis: Mit TTS und/oder ASR
XPR ip APL (ipApl) ipApl IP-Telefonie
Hinweis: Mit TTS und/oder ASR
XPR Db APL (DbApl) DbApl Datenbank-Anbindungsmodul
XPR SAP Business Routing APL (SapRouteApl) SapRouteApl SAPconnect: Routing
XPR HiPath Management APL (HpmApl) HpmApl Teilnehmeradministration mit HPM-UM
XPR ABC APL (AbcApl) AbcApl Alcatel 4400 ABCA-Protokoll
XPR Wall Display APL (WallApl) WallApl Wandanzeigemodul
XPR Vm2Txt APL(Vm2TxtApl) Vm2TxtApl Umwandlung von Sprache zu Text(“Speech to
Text”)
Tabelle 8 Nicht auf einem Cluster auf Windows Server 2003 installierbare XPR Dienste

154

WICHTIG: Wenn Sie einen XPR haben, der auf einem Windows-Cluster instal-
liert werden soll, haben Sie 3 Mdglichkeiten, eine APL zu installieren:

- Auf dem Cluster

- Lokal auf einem oder auf beiden Clusterknoten

- Auf einem Satellitenrechner

Diese 3 Mdglichkeiten treffen nicht fir die Connection APL nicht zu. Um eine
Connection APL zu installieren, missen Sie eine projektspezifische Freigabe
erhalten.

Wenn eine projektspezifische Freigabe flir die Installation der Connection APL
auf einem Satellitenrechner erteilt worden ist, miissen die folgenden Bedin-
gungen erflllt werden:

- Wenn UCC, der Webkonferenz-Server, PostgreSQL oder der OpenScape Web
Client installiert werden sollen, missen sie auf demselben Satellitenrechner wie
die Connection APL installiert werden. Sie dirfen nicht auf einem anderen
Rechner installiert werden.

- Es ist nicht erlaubt, weitere Connection APLs auf weiteren Satellitenrechnern zu
installieren.

Wenn Sie die Connection APL auf einem Satellitenrechnern installiert haben,
kénnen Sie die UC-Option des Leistungsmerkmals Smart Backup & Restore
nicht verwenden.
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5.7.3 Vorgehensweise

Um einen Dienst als Ressource einzurichten, gehen Sie wie folgt vor:

WICHTIG: Uberpriifen Sie, dass in der Diensteverwaltung der entsprechende
Benutzername in der Spalte Logon As steht, alle relevanten XPR Dienste
gestoppt sind und der Startup Type auf Manual gesetzt wurde.

1. Es ist empfehlenswert, den zweiten Knoten auf Pause Node zu setzen, um
ein eventuelles Failover zu verhindern.

2. Offnen Sie den Cluster Administrator unter Start > Programs > Administ-
rative Tools > Cluster Administrator.

3. Klicken Sie im Cluster Administrator mit der rechten Maustaste auf den
Ordner der Gruppe fir den XPR Server.

4. Wahlen Sie im Kontextmeni New > Resource oder wahlen Sie aus dem
Meni File den Menlpunkt New > Resource aus.

Der Dialog New Resource wird gedffnet.
5. Geben Sie im Feld Name einen eindeutigen Namen fur den Dienst an.

6. Optional: Geben Sie im Feld Description eine erganzende Beschreibung flr
den neuen Dienst ein.

7. Wahlen Sie im Drop-down-Menl Resource type die Option Generic Service
aus.

8. Wahlen Sie im Drop-down-Menil Group die Gruppe aus, in der die XPR
Dienste ausgefuhrt werden.

9. Lassen Sie die Option Run this resource in a separate Resource Monitor
frei.
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10. Klicken Sie auf die Schaltflache Next.

Der Dialog Possible Owners wird angezeigt.

Possible Dwners
|. License Service Res

Possible owners are nodes in the cluster on which this rezource can be brought online.
Specify the possible owners for this rezource,

Ayailable nodes: Possible owners:
Mame I Mame I

Add > | &0 BIGCLKN1
& BIGCLEN2
<- Bemove |

< Back I Mest » I Cancel |

11. Wahlen Sie aus der Liste Available nodes die Knoten aus, auf welche die
Cluster-Konfiguration und die Ressourcen im Falle eines Failover Ubertragen
werden.

a) Markieren Sie in der Liste Available nodes den gewlinschten Knoten.

b) Klicken Sie auf die Schaltflache Add->, um die ausgewahlten Knoten in
die Liste Possible owners zu verschieben.

c) Wenn Sie einen Knoten aus der Liste Possible owners entfernen wollen,
selektieren Sie diesen Knoten in der Liste und klicken Sie auf die Schalt-
flache <-Remove.

12. Wenn Sie alle erforderlichen Knoten ausgewahlt haben, klicken Sie auf die
Schaltflache Next.

Der Dialog Dependencies wird geoffnet.

|. License Service Res

Dependencies are resources which must be brought online by the cluster service first.
Specify the dependencies for this resource.

Awailable rezources: Fiesource dependencies:

Fesource | F ~ Fesource | Fiesc

u Aadd|-> |
m MrsBackup$ Res Fi_ < Bemove |

m MrsClnt Res Fi
m MrsFolders$ Res Fi
m MrzMaonitor Res Fi

{[Q) MrsNCOConfig$ Res  Fi
[T _>l_I D

< Back I Mest » I Cancel |
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a) Markieren Sie in der Liste Available resources die Ressourcen, von
denen der Dienst, den sie jetzt als Ressouce installieren wollen, abhangig
ist. Wenn Sie also den Lizenzdienst als Ressource installieren wollen,
markieren Sie alle Netzwerkfreigaben. Die Werte fir alle weiteren
Dienste finden Sie in Tabelle 7 auf Seite 150.

b) Klicken Sie auf die Schaltflache Add->. Die Freigaben werden dadurch in
die Liste Resource dependencies verschoben.

13. Klicken Sie auf die Schaltflache Next.

Der Dialog Generic Service Parameters wird gedffnet.

Generic Service Parameters
|. License Service Res

Service name: I

Start parameters: I

[~ Use Network Name for computer name

< Back I (= | Cancel |

a) Geben Sie im Feld Service Name den Namen des neuen Dienstes ein,
fur den License Service ist das 1icsvc. Die Werte fiur alle weiteren
Dienste finden Sie in Tabelle 7 auf Seite 150 in der Spalte Dienstname.

b) Furalle zu ibertragenden XPR Dienste bleibt das Feld Start Parameters
leer.

c) Aktivieren Sie die Option Use Network Name for computer name.
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14. Klicken Sie auf die Schaltflache Next, um mit der Einrichtung des Dienstes
fortzufahren.

Der Dialog Registry Replication wird geoffnet.

|. License Service Res

Frograms or services may store data in the registry. Therefore, it is important to have thiz
data available on the node on which they are running. Specify the registiy keys below
HEEY_LOCAL_MACHIME that should be replicated to all nodes in the cluster.

Root Reqisty Key |

add.. || pledin. || Bemove |

< Back I Finizh I Cancel |

15. Geben Sie im Dialog Registry Replication fiir jeden Dienst die entspre-
chenden Werte laut Tabelle 7 auf Seite 150 ein.

a) Klicken Sie auf die Schaltflache Add..., um einen neuen Registrierungs-
datenbank-Eintrag zu erstellen.

Der Eingabedialog Registry Key wird geoffnet.

b) Geben Sieim Feld Root registry key den Wert fiir den jeweiligen Service
ein. Mit der Schaltflache OK wird dieser Wert tibernommen.

16. Klicken Sie auf die Schaltflache Finish, um die Installation des Dienstes
abzuschliel3en.

Es wird ein abschlieRender Bestatigungsdialog angezeigt.
cluster adminstrator x

.
\!J) Cluster resource 'License Service Res' created successfully,
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17. Klicken Sie im Bestatigungsdialog auf die Schaltflaiche OK, um zur Ubersicht
des Cluster Administrators zuriickzukehren. Im rechten Bereich des Cluster
Administrators wird nun eine neue Ressource vom Typ Generic Service

angezeigt.
&) Cluster Administrator - [BIGCL (BIGCL)] -3 x|
Fle Yew window Hep =l®x]
&| ®|&] x[e] B 2= [=lE |
E|- BIGCL Mame | State | Cwner I Resource Type | Description |
E‘Cl Groups (0 isk r: Orline  BIGCLKML  Physical Disk
% Cluster Group |1 1P Address Res Orline  BIGCLKNL 1P Address
CHIHR ol [0 Mrsackupg Res orline  BIGCLKNL  File Share
& CE?::ECE;H vation 1 Mrscint Res oOrline  BIGCLKML  File Share
=3 BreCLRNL a m MrsFolders$ Res Orline BIGCLKM1  File Share
-] BIGCLKNZ MrsMonitor Res Orline  BIGCLKM1  File Share
m MrsMNCOConfig Res Orline  BIGCLKML - File Share
':@ MrsUserdatad Res Orline  BIGCLKM1 - File Share
L\Q Network Mame Res Orline  BIGCLKM1 - Metwork Name
':@License Service Res Offline  BIGCLKM1 - Generic Service
Far Help, press F1 UM 4

18. Markieren Sie im rechten Bereich des Cluster Administrators mit der rechten
Maustaste die soeben erstellte Ressource und wahlen Sie Bring online aus.

Wenn der Versuch, die Ressource online zu bringen, fehlschlagt, wieder-
holen Sie Schritt 2 auf Seite 147 fiir diese Ressource.

Achten Sie dabei darauf, dass sc config <Dienstname> depend= / und
nicht zum Beispiel sc config <Dienstname> depend= \ ausgeflihrt wird.

Weitere Hinweise zur Fehlerldsung kann das Eventlog liefern.

19. Wiederholen Sie Schritt 1 auf Seite 155 bis Schritt 18 auf Seite 159 fiir jeden
weiteren obligatorischen Dienst auf3er fir XPR Information Store. Verwenden
Sie jeweils die Werte laut Tabelle 7 auf Seite 150 ein. Der analoge Vorgang
fur XPR Information Store istim Abschnitt 5.7.4, “Ressource XPR Information
Store Res einrichten”, auf Seite 161 beschrieben.

20. Wiederholen Sie Schritt 1 auf Seite 155 bis Schritt 18 auf Seite 159 fiir jeden
weiteren optionalen Dienst in Tabelle 7 auf Seite 150. Verwenden Sie jeweils
die Werte laut Tabelle 7 auf Seite 150 ein. Die Reihenfolge der Einrichtung
der optionalen XPR Dienste als Ressourcen untereinander spielt keine Rolle,
weswegen sie in der Tabelle 7 auf Seite 150 alle dieselbe Reihenfolge-
nummer haben. Benutzen Sie die Diensteverwaltung, um festzustellen,
welche dieser XPR Dienste auf ihrem XPR Server vorhanden sind.

21. Markieren Sie im rechten Bereich des Cluster Administrators mit der rechten
Maustaste die soeben erstellten Ressourcen und wahlen Sie Bring Online
aus.

22. Uberpriifen Sie, ob in der Registrierungsdatenbank der folgende Schliissel
vom Typ REG_DWORD den Wert MSCS hat (Microsoft Cluster Server):

HKEY_LOCAL_MACHINE\ SOFTWARE\Wow6432Node\PP-COM\MRS\Cluster Parameter\Type

Wenn der Schliissel noch nicht existiert, erstellen Sie ihn.
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23. Uberpriifen Sie, ob in der Registrierungsdatenbank der folgende Schliissel
vom Typ REG_DWORD den Namen der Gruppe flir den XPR Server (siehe
Schritt 3 auf Seite 155; Defaultwert Group0) als Wert hat:

HKEY_LOCAIL_MACHINE\SOFTWARE\Wow6432Node\PP-COM\MRS\Cluster Parameter\Group

HINWEIS: Dies darf nicht der Name der Clustergruppe sein, da dann
Microsoft keinen Support leistet (siehe Hinweis im Abschnitt 2.1.5, “Gruppen
und Clustergruppe”, auf Seite 20.

Wenn der Schliissel noch nicht existiert, erstellen Sie ihn.
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5.7.4 Ressource XPR Information Store Res
einrichten

1. Kopieren Sie die Datei mrsclusres.dll vom Verzeichnis
XpressionsInstall\AddOn\Misc\Cluster\x64
fur ein 64-Bit-Betriebssystem
auf dem XPR-Installationsmedium in das Verzeichnis
$WindowsInstallDir%\cluster auf beide Knoten.

Wenn Windows dies wegen der Meldung Datei in Benutzung nicht gestattet,
stoppen Sie den Clusterdienst vor dem Kopieren, und starten Sie ihn nach
dem Kopieren erneut.

2. Starten Sie auf dem ersten Knoten eine Eingabeaufforderung ohne Cluster-
kontext. Fiihren Sie in ihr den folgenden Befehl aus:
cluster resourcetype mrsclusres /create /dll:mrsClusRes.dll
Wenn die Durchfiihrung korrekt durchgefiihrt wurde, lautet die Ausgabe wie
folgt:
Resource type 'mrsclusres' created

Dadurch wird der Ressourcentyp mrsClusRes beim Cluster registriert. Es
koénnen jetzt Ressourcen dieses Typs erzeugt werden.

3. Es ist empfehlenswert, den zweiten Knoten auf Pause Node zu setzen, um
ein eventuelles Failover zu verhindern.

4. Offnen Sie den Cluster Administrator unter Start > Programs > Administ-
rative Tools > Cluster Administrator.

5. Klicken Sie im Cluster Administrator mit der rechten Maustaste auf den
Ordner der Gruppe fir den XPR Server.

6. Wahlen Sie im Kontextmenli New > Resource oder wahlen Sie aus dem
Menu File den Menlipunkt New > Resource aus.

Der Dialog New Resource wird gedffnet.

7. Geben Sie im Feld Name einen eindeutigen Namen fur den Dienst an, zum
Beispiel XPR Information Store Res.

8. Optional: Geben Sie im Feld Description eine erganzende Beschreibung fur
den neuen Dienst ein.

9. Wahlen Sie im Drop-down-Menl Resource type die Option mrsClusRes
aus.

WICHTIG: Sehr wichtig! Erstellen Sie nur eine einzige Ressource vom Typ
mrsClusRes. Wenn eine zweite Ressource diesen Typs erstellt wird, ist der
Cluster Administrator nicht mehr bedienbar.
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10.

1.

12.

13.

14.

15.

16.

Wahlen Sie im Drop-down-Menl Group die Gruppe aus, in der die XPR
Dienste ausgefiihrt werden.

Lassen Sie die Option Run this resource in a separate Resource Monitor
frei.

Klicken Sie auf die Schaltflache Next.

Der Dialog Possible Owners wird angezeigt.

Wahlen Sie aus der Liste Available nodes die Knoten aus, auf welche die
Cluster-Konfiguration und die Ressourcen im Falle eines Failover Gbertragen
werden.

a) Markieren Sie in der Liste Available nodes den gewlinschten Knoten.

b) Klicken Sie auf die Schaltflache Add->, um die ausgewahlten Knoten in
die Liste Possible owners zu verschieben.

c) Wenn Sie einen Knoten aus der Liste Possible owners entfernen wollen,
selektieren Sie diesen Knoten in der Liste und klicken Sie auf die Schalt-
flache <-Remove.

Wenn Sie alle erforderlichen Knoten ausgewahlt haben, klicken Sie auf die
Schaltflache Next.

Der Dialog Dependencies wird gedffnet.

a) Markieren Sie in der Liste Available resources
* die Ressource vom Typ Network Name,
* die Ressource des Status Dispatchers und

* das Laufwerk auf dem sich die Infostor-Dateien befinden (Cluster-
laufwerk).

b) Klicken Sie auf die Schaltflache Add->. Die markierten Eintrdge werden
dadurch in die Liste Resource dependencies verschoben.

Es wird ein abschlieRender Bestatigungsdialog angezeigt.

Klicken Sie im Bestatigungsdialog auf die Schaltflache OK, um zur Ubersicht
des Cluster Administrators zurtickzukehren.

Markieren Sie im rechten Bereich des Cluster Administrators mit der rechten
Maustaste die soeben erstellte Ressource und wahlen Sie Bring online aus.

Wenn der Versuch, die Ressource online zu bringen, fehlschlagt, wieder-
holen Sie Schritt 2 auf Seite 147 fiir diese Ressource.

Achten Sie dabei darauf, dass sc config <Dienstname> depend= / und
nicht zum Beispiel sc config <Dienstname> depend= \ ausgeflihrt wird.

Weitere Hinweise zur Fehlerlosung kann das Eventlog liefern.
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17. Damit ist die Einrichtung der neuen Ressource erfolgt. Im rechten Bereich
des Cluster Administrators wird nun eine neue Ressource vom Typ
mrsClusRes angezeigt.

HINWEIS: Bei der Erstellung einer Ressource des Typs mrsClusRes werden
keine Werte fur die Registry Replication und auch keine Parameter eingetragen.
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5.7.5 Zeitzoneneinstellung mit offline geschalteten
Ressourcen

Wenn Sie die Zeitzonenunterstitzung nicht aktivieren oder deaktivieren wollen,
Uberspringen Sie diesen Abschnitt.

Wenn Sie schon die Anweisungen in Abschnitt 4.4.12, “Zeitzoneneinstellung mit
gestoppten Diensten”, auf Seite 116 durchgefiihrt haben, tiberspringen Sie
diesen Abschnitt hier.

Die Datei <XPR_Install>\bin\TimeZoneSupport .exe steuert die
Verwendung von Zeitzonen im XPR Server. Sie bewirkt, dass Zeitstempel in der
Datenbank angepasst werden. Details zur Zeitzonenunterstiitzung kénnen Sie
der Administratordokumentation OpenScape Xpressions Server Administration
entnehmen.

Diese Datei darf nur dann ausgefiihrt werden, wenn Sie die Zeitzonenunter-
stitzung aktivieren oder deaktivieren wollen und von den XPR-Dienste-
Ressourcen nicht mehr und nicht weniger als die folgenden Ressourcen online
sind:

* XPR License Service Res

* XPR Name Locator Res

¢ XPR Configuration Service Res

¢ XPR Status Dispatcher Res

¢ XPR Information Store Res

Diesen Zustand erreichen Sie, indem Sie wie folgt vorgehen:
1. Nehmen Sie alle Dienste offline.

a) Klicken Sie im Cluster Administrator mit der rechten Maustaste auf den
Ordner der Gruppe fir den XPR Server.

WICHTIG: Wahlen Sie nicht die Clustergruppe aus.

b) Wahlen Sie aus dem Kontextmenu Take Offline aus.

Nach einiger Zeit werden alle XPR-Dienste-Ressourcen als offline angezeigt.

2. Klicken Sie mit der rechten Maustaste auf die Ressource XPR Information
Store Res und wahlen Sie Bring Online aus.

3. Alle Ressourcen in obiger Liste werden online geschaltet.

4. Offnen Sie eine Eingabeaufforderung. Es kann eine normale Eingabeauffor-
derung sein oder es kann eine Eingabeaufforderung im Clusterkontext sein
(siehe Abschnitt 5.8.1, “Erstellung einer Eingabeaufforderung als
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Ressource”, auf Seite 169).
5. Navigieren Sie in das Verzeichnis <XPR_Install>\bin\.

6. Wenn die Zeitzonenunterstlitzung aktivieren wollen, geben Sie den
folgenden Befehl ein:

TimeZoneSupport.exe on

7. Wenn die Zeitzonenunterstlitzung deaktivieren wollen, geben Sie den
folgenden Befehl ein:

TimeZoneSupport.exe off

8. Bringen Sie alle XPR-Dienste-Ressourcen, die Sie in Schritt 1 auf Seite 164
offline genommen haben, wieder online, indem Sie diese Ressourcen im
Clusteradministrator mit der rechten Maustaste anklicken und Bring Online
auswabhlen.

HINWEIS: Die Datei <XPR_Install>\bin\TimeZoneSupport .exe braucht
nur auf einem Knoten des Clusters ausgefiihrt werden. Sie braucht nicht auf
einem anderen Knoten noch einmal ausgefiihrt zu werden. Die von |hr bewirkten
Anderungen in der Datenbank werden bei einer Replizierung auf einen anderen
Knoten mitrepliziert. Es ist unwichtig, auf welchem Knoten diese Datei ausgefihrt
wird.
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5.7.6 Einstellungen fur Failover

5.7.6.1 Einstellungen der Ressourcen fur Failover

Alle XPR-Ressourcen kénnen so eingestellt werden, dass sie, wenn sie sich
innerhalb eines bestimmten Zeitraums eine bestimmte Anzahl von Malen selbst
aufgrund eines Fehlers beenden, ein Failover auslésen kdnnen (siehe Abschnitt
2.1.9, “Failover und Failback”, auf Seite 22). Diese Einstellung ist aber nur fiir die
wichtigsten Ressourcen, die Kernelressourcen, notig. Andere, weniger wichtige
Ressourcen sollen kein Failover ausldsen dirfen. Welche Ressource eine
Kernelressource ist, hangt von den Prioritdten des Betreibers einer Clusterinstal-
lation ab. Unsere Empfehlung ist, dass die folgenden Ressourcen Kernelres-
sourcen sind:

* Ressource vom Typ IP Address (siehe Abschnitt 3.3.1, “Neue IP-Adresse als
Ressource anlegen”, auf Seite 35)

¢ Ressource vom Typ Network Name (siehe Abschnitt 3.3.3, “Neuen Netzwer-
knamen als Ressource anlegen”, auf Seite 41)

* Netzwerkfreigaben (siehe Abschnitt 5.5, “Lokale Freigaben als Ressourcen
einrichten”, auf Seite 137

* XPR License Service (licsvc)

¢ XPR Name Locator (nameloc)

* XPR Configuration Service (cgfsvc)
¢ XPR Status Dispatcher (xmrsvc)

* XPR Information Store (infostor)

¢ XPR Message Router (mta)

¢ XPR Administrator (mrs)

Fir die letzten Ressourcen in dieser Liste sind die Bezeichnungen der entspre-
chenden Dienste gewahlt worden, die auch in den Spalten Dienstbezeichnung
in der Diensteverwaltung in Tabelle 7 auf Seite 150 verwendet werden.

HINWEIS: Die Kernelressourcen sind nicht zwingenderweise mit den obligatori-
schen Ressourcen aus Tabelle 7 auf Seite 150 identisch.
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Fuhren Sie die folgenden Schritte fur alle Kernelressourcen durch:

1. Klicken Sie im linken Bereich des Cluster Administrators auf die Gruppe fir
den XPR-Server.

2. Kilicken Sie mit der rechten Maustaste auf eine Kernelressource, und wahlen
Sie die Menlioption Properties aus.

3. Klicken Sie auf die Registerkarte Advanced.

" Do not restart

I

ect the group

Threshold: |3 Period: |900 semERds

Wenn das Optionsfeld Restart aktiviert ist und wenn die Ressource nicht
mehr lauft, wird versucht, sie erneut zu starten.

Wenn das Kontrollkdstchen Affect the group aktiviert ist und eine Resource
nicht mehr lauft und weitere Bedinungen erflllt sind, wird versucht, ein
Failover der Gruppe auf den zweiten Knoten zu initiieren.

Die Felder Threshold und Period geben die Rahmenbedingungen fir den
erneuten Startversuch einer Ressource an. Innerhalb der Zeitdauer, die das
Feld Period angibt, wird maximal so haufig versucht, die Ressource automa-
tisch zu starten, wie das Feld Threshold angibt. Wenn also beispielsweise
das Feld Threshold den Wert 3 hat und das Feld Period den Wert 900 hat,
wird maximal dreimal innerhalb von 900 Sekunden versucht, die Ressource
automatisch wieder zu starten.

4. Aktivieren Sie das Optionsfeld Restart.
5. Aktivieren Sie das Kontrollkastchen Affect the group.

6. Tragen Sie in den Feldern Threshold und Period Werte nach den Bedirf-
nissen des Betreibers der Clusterinstallation ein.

7. Klicken Sie auf die Schaltflache OK.

8. Wiederholen Sie Schritt 2 bis Schritt 7 fir jede weitere Kernelressource.
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5.7.6.2 Einstellungen der Gruppe fiir Failover

9.

10.

11.

Klicken Sie mit der rechten Maustaste auf die Gruppe fiir den XPR, und
wahlen Sie die Menlioption Properties aus.
Klicken Sie auf den Reiter Failover.

Group0 Properties ﬂll

General  Faiover | Failbackl

Threshold: I
FPeriod: IB hours

ak. I Cancel | Lpply |

Der Wert des Feldes Threshold gibt an, mit welcher maximalen Haufigkeit in
der Zeitdauer, die das Feld Period angibt, ein Failover durchgefuhrt wird, also
die gesamte Gruppe auf den anderen Knoten verschoben wird. Wenn zum
Beispiel das Feld Threshold den Wert 10 hat und das Feld Period den Wert
6 hat, werden maximal 10 Failover in 6 Stunden durchgefihrt.

Tragen Sie in die Felder Threshold und Period geeignete Werte ein. Diese
kénnen von Einzelfall zu Einzelfall unterschiedlich sein. Wir empfehlen, das
Feld Threshold auf den Wert 1 und das Feld Period auf den Wert 8 zu
setzen.

HINWEIS: Diese Einstellungen gelten fiir eine Gruppe, nicht fir eine
einzelne Ressource, wie sie in Schritt 3 auf Seite 167 bis Schritt 6 auf Seite
167 beschrieben sind.

Klicken Sie auf die Schaltflache OK.
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5.8 Replizierung der XPR Dienste als Ressourcen auf den zweiten Knoten

Die Clusterdienste missen auf jeden Knoten des Clusters repliziert werden.
Darunter wird das Verschieben der Dienste, die Installation der Dienste und die
Rechtezuweisung fiir die Dienste verstanden.

Die im Abschnitt 5.8.1, “Erstellung einer Eingabeaufforderung als Ressource”,
auf Seite 169 beschriebenen Anweisungen missen nur einmal durchgefuhrt
werden.

Die im Abschnitt 5.8.2, “Verschieben der XPR Dienste als Ressourcen auf den
zweiten Knoten”, auf Seite 173 und im Abschnitt 5.8.3, “Installation und Rechte-
zuweisung der XPR Dienste auf dem zweiten Knoten”, auf Seite 174 beschrie-
benen Anweisungen mussen fur alle anderen Knoten des Clusters durchgefuhrt
werden. Dabei missen fur jeden dieser Knoten alle Anweisungen beider
Abschnitte durchgefiihrt werden, bevor mit den Anweisungen beider Abschnitte
fir einen weiteren Knoten begonnen werden darf.

5.8.1 Erstellung einer Eingabeaufforderung als
Ressource

Es wird eine Eingabeaufforderung als Ressource angelegt. Befehle, die in dieser
Eingabeaufforderung ausgefiihrt werden, werden fiir das Cluster ausgefihrt. Im
Gegensatz dazu werden werden Befehle, die man in einer normalen Eingabeauf-
forderung eingibt, nur auf dem Rechner ausgefiihrt, auf dem die Eingabeauffor-
derung ausgefuhrt wird.

Die Eingabeaufforderung als Ressource wird fir die Installation von Diensten auf
anderen Knoten benutzt. Sie wird auch bendtigt, wenn spater eventuell eine
Hochristung des XPR im Cluster durchgefiihrt wird.

1. Klicken Sie im Cluster Administrator mit der rechten Maustaste auf den
Ordner der Gruppe fir den XPR Server. Wahlen Sie im Kontextmeni den
Menlpunkt New > Resource oder aus dem Hauptmen( File den MenUpunkt
New > Resource aus.

Der Dialog New Resource wird gedffnet.

2. Geben Sie im Feld Name einen eindeutigen Namen, zum Beispiel CMD, fur
die neue Ressource an.

3. Optional: Geben Sie im Feld Description eine eindeutige Beschreibung flur
die neue Ressource an.

4. Wabhlen Sie im Drop-down-Menu Resource type die Option Generic Appli-
cation aus.

5. Wahlen Sie im Drop-down-Menu Group die Gruppe fur den XPR Server aus.
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6. Lassen Sie die Option Run this resource in a separate Resource Monitor
frei.

7. Klicken Sie auf die Schaltflache Next.

Der Dialog Possible Owners wird angezeigt.

|. CMD Res
Possible owners are nodes in the cluster on which this rezource can be brought online.
Specify the possible owners for this rezource,
Ayailable nodes: Possible owners:
Mame I Mame I
Al | &0 BIGCLKN1
BIGCLENZ
<- Bemove |

< Back I Mest » I Cancel |

8. Wahlen Sie aus der Liste Available nodes die Knoten aus, auf denen XPR
im Clusterbetrieb laufen soll. Dies sind die Knoten, die fir die XPR Installation
verwendet werden.

a) Markieren Sie in der Liste Available nodes den gewlinschten Knoten.

b) Klicken Sie auf die Schaltflache Add->, um die ausgewahlten Knoten in
die Liste Possible owners zu verschieben.

c) Wenn Sie einen Knoten aus der Liste Available Nodes entfernen wollen,
selektieren Sie diesen Knoten in der Liste und klicken Sie auf die Schalt-
flache <-Remove.
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9. Kiicken Sie auf die Schaltflache Next, wenn Sie alle erforderlichen Knoten
ausgewahlt haben.

Der Dialog Dependencies wird gedffnet.

|. CMD Res

Dependencies are resources which must be brought online by the cluster service first.
Specify the dependencies for this resource.

Awailable rezources: Fiesource dependencies:

Fesource | F ~ Fesource | Fiesc

uE.ﬂu:lministrator Res  Ge Add > |

ration Service Ge__|

Ph < Bemove |

u Information Store ResGe

1P Address Res i
m Lear Res GE
u License Service Res  Ge
1 — _>l_I D

< Back I Mest » I Cancel |

10. Wahlen Sie die Ressourcen vom Typ Network Name und Physical Disk aus,
indem Sie diese Eintrage in der Liste Available resources markieren und
dann die Schaltflache Add-> driicken. Dies bewirkt, dal’ diese Eintrdge aus
der Liste Available resources entfernt und in der Liste Resource Depen-
dencies eingeflgt werden.

11. Klicken Sie auf die Schaltflache Next.

Der Dialog Generic Application Parameters wird gedffnet:

Generic Application Parameters

CMD Res

LCommand line: I

Current directory: I

™ Allow application to interact with desktop

[~ Use Network Name for computer name

< Back I (= | Cancel

12. Geben Sie im Feld Command Line cmd.exe ein.

13. Geben Sie im Feld Current Directory das Binarverzeichnis des XPR auf
dem Clusterlaufwerk ein, zum Beispiel r : \OpenScape\XPR\bin.

14. Aktivieren Sie die Optionen Allow application to interact with desktop und
Use Network Name for computer name.
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15. Klicken Sie auf die Schaltflache NextWeiter.

Der Dialog Registry Replication wird gedffnet:

CMD Res

Frograms or services may store data in the registry. Therefore, it is important to have thiz
data available on the node on which they are running. Specify the registiy keys below
HEEY_LOCAL_MACHIME that should be replicated to all nodes in the cluster.

Root Reqisty Key |

add.. || pledin. || Bemove |

< Back I Finizh I Cancel |

16. Hier nichts eintragen.

17. Klicken Sie auf die Schaltflache Finish, um das Anlegen der Ressource CMD
abzuschlielden.

Es wird ein abschlieRender Bestatigungsdialog angezeigt.
x

.
4‘) Cluster resource 'CMD Res' created successfully,

18. Klicken Sie im Bestéatigungsdialog auf die Schaltfliche OK, um zur Ubersicht
des Cluster Administrators zurtickzukehren.

I [=[ 3]
==
®|&| *|e=
=] ‘_'a‘_[:,—i BIGCL | State | Crwuner I Resource Type | Description |
=) D Graups 1[0 administratar Res Online  BIGCLKM1  Genetic Service
Iuste Graup Configuration Service Res Online  BIGCLKM1  Genetic Service
) ':@ Disk R Online  BIGCLEN1  Physical Disk
(0 Resaurces . mmformation Store Res Online  BIGOLKM1 - Genetic Service
;LG'scti'(;f”F'g”ratm 10)1P Address Res Online  BIGCLEND 1P Address
BIGCLKNE I:QLear Res Online  BIGCLKNI - Generic Service
License Service Res Online  BIGCLKM1 - Generic Service
':ﬂlMa\I Service Res Orline  BIGCLEN1  Generic Service
l:ﬂl Message Router Res Online  BIGCLKM1  Generic Service
tﬂl MrsBackupd Res Online  BIGCLEM1  File Share
':@ MrsCink Res Online  BIGCLEN1  File Share
':Q MrsFolders$ Res Online  BIGCLEN1  File Share
MrshMonitor Res Online  BIGCLEN1  File Share
m MrsMCOConfigh Res Online  BIGCLKMN1 - File Share
m MrsUserdata$ Res Online  BIGCLKN1  File Share
Mame Locator Res Online  BIGCLKM1 - Generic Service
':ﬂ] Metwork Name Res Orline  BIGCLEN1 - Network Mame
mSMTP APL Res Orline  BIGCLEN1  Gemeric Service
tﬂl Skatus Disoatcher Res Orline BIGCLKM1 - Genetic Service
MTcpnpl Res Online  BIGCLKM1 - Genetic Service
@CMD Res Offline  BIGCLKM1 - Generic Application
For Help, press F1 I_IW l_ v
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19. Klicken Sie im Cluster Administrator mit der rechten Maustaste auf den
Ordner der Gruppe fiir den XPR Server. Markieren Sie im rechten Bereich mit
der rechten Maustaste auf den Eintrag CMD und wahlen Sie Bring Online
aus.

20. Es 6ffnet sich eine Eingabeaufforderung. Geben Sie den Befehl hostname
ein. Wenn der Name des XPR Servers widergegeben wird, ist die Erzeugung
der Ressource korrekt durchgefiihrt worden. Wird jedoch der Name des
Knotens widergegeben, ist die Installation fehlerhaft.

5.8.2 Verschieben der XPR Dienste als Ressourcen
auf den zweiten Knoten

1. Fuhren Sie die folgenden zwei Unterschritte aus, wenn Sie zuvor in Schritt 1
in Abschnitt 5.7, “XPR Dienste als Ressourcen einrichten”, auf Seite 147 der
Empfehlung folgend den zweiten Knoten auf Pause Node gesetzt haben.
Dies dient dazu, ein Failover zu verhindern.

a) Setzen Sie den zweiten Knoten auf Resume Node.
b) Setzen Sie den ersten Knoten auf Pause Node.

2. Offnen Sie den Cluster Administrator unter Start > Programs > Administ-
rative Tools > Cluster Administrator.

3. Nehmen Sie alle Dienste offline.

a) Klicken Sie im Cluster Administrator mit der rechten Maustaste auf den
Ordner der Gruppe fiir den XPR Server.

b) Wahlen Sie aus dem Kontextmenu Take Offline aus.
4. \erschieben Sie jetzt die aktuelle Gruppe auf den zweiten Knoten.

a) Klicken Sie im Cluster Administrator mit der rechten Maustaste auf die
gewinschte Gruppe.

b) Wenn Sie die SmslpApl installiert haben, dann fihren Sie folgenden
Befehl aus, um die AxMmCitl.dIl auf dem zweiten Knoten zu registrieren:
regsvr32 c:\<XPR-Install>\bin\AxMmCt1.d11. Beispiel:
regsvr32 c:\OpenScape\xpr\bin\AxMmCtl.dll.

c) Wahlen Sie aus dem Kontextmeni den Menlpunkt Move Group aus.

Alle Ressourcen des aktuellen Knotens werden heruntergefahren. Der
Cluster versucht anschliefend diese Ressourcen auf den zweiten Knoten zu
Ubertragen und dort wieder zu starten. Im Cluster Administrator wird dies
dadurch angezeigt, dal® im rechten Bereich in der Spalte Owner statt des
Namens des ersten Knotens der Name des zweiten Knotens angezeigt wird.
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5.8.3 Installation und Rechtezuweisung der XPR
Dienste auf dem zweiten Knoten

Die Dienste der Gruppe fur den XPR Server sind in den bisherigen Schritten auf
den zweiten Knoten verschoben worden, aber sie sind dort noch nicht installiert
worden. Desweiteren sind noch keine Rechte flr diese Dienste auf dem zweiten
Knoten eingerichtet worden.

1. Loggen Sie sich auf dem zweiten Knoten ein.

2. Offnen Sie auf dem zweiten Knoten den Cluster Administrator unter Start >
Programs > Administrative Tools > Cluster Administrator.

3. Bringen Sie den Dienst CMD online.

a) Kilicken Sie im Cluster Administrator mit der rechten Maustaste auf den
Ordner der Gruppe fiir den XPR Server.

b) Selektieren Sie im rechten Bereich den Dienst CMD mit der rechten
Maustaste.

c) Wahlen Sie Bring Online aus.

Wenn der Versuch, den Dienst CMD auf dem zweiten Knoten online zu
bringen, scheitert, werden alle Ressourcen der Gruppe automatisch wieder
auf dem ersten Knoten online gebracht.

4. Es wird eine Eingabeaufforderung geéffnet. Geben Sie den Befehl
hostname ein. Wenn der Name des XPR Servers widergegeben wird, ist die
Erzeugung der Ressource CMD korrekt durchgefihrt worden. Wird jedoch
der Name des Knotens wiedergegeben, ist die Erzeugung der Ressource
CMD fehlerhaft gewesen.

In den folgenden Schritten ist exemplarisch die Dienstinstallation und die Rechte-
zuweisung fur den Lizenzservice (licsvc) beschrieben.

HINWEIS: C++ 2008 Redistributable muss auf den Knoten manuell installiert
werden, um einen einwandfreien Betrieb vom Lizenzservice zu gewahrleisten.

Der gleiche Vorgang muss anschlief3end fur jeden weiteren obligatorischen
Dienst in Tabelle 9 auf Seite 175 in der angegebenen Reihenfolge in analoger
Weise durchgefiihrt werden. Diese Tabelle beinhaltet alle in jedem XPR Server
vorhandenen Dienste.

WICHTIG: Diese Reihenfolge der obligatorischen Dienste muss bei der Instal-
lation und Rechtezuweisung unbedingt eingehalten werden, da ein obligatori-
scher Dienst in Tabelle 9 auf Seite 175 von der Existenz des Dienstes, der in der
Reihenfolge vor ihm ist, abhangig ist.
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Die Spalte Installation im Cluster zeigt an, ob ein XPR Dienst im Cluster instal-
liert werden muss (Wert: Obligatorisch) oder ob er im Cluster installiert werden
kann (Wert: Optional).

Die Reihenfolge der Einrichtung und Rechtezuweisung der optionalen XPR
Dienste untereinander spielt keine Rolle, weswegen sie in der Tabelle alle
dieselbe Reihenfolgenummer haben.

Nur fir XPR Dienste, die in Tabelle 7 auf Seite 150 gelistet sind, durften wahrend
der Installation die in Tabelle 4 auf Seite 88 gelisteten entsprechenden Features
ausgewahlt werden.

Reihen- Dienstbezeichnung in der Installation Installationsbefehl
folge Diensteverwaltung im Cluster
1 XPR License Service(licsvc)  Obligatorisch licsvc install -branding=XPR
2 XPR Name Locator(nameloc) Obligatorisch nameloc install -branding=XPR
3 XPR Configuration Obligatorisch cfgsvc install -branding=XPR
Service(cfgsvc)
4 XPR Status Obligatorisch xmrsvc install -branding=XPR
Dispatcher(xmrsvc)
5 XPR Information Obligatorisch infostor install -branding=XPR
Store(infostor)
XPR Message Router(mta) Obligatorisch mta install -branding=XPR
XPR Administrator(mrs) Obligatorisch mrs install -branding=XPR
8 XPR TCP/IP Transport Obligatorisch tcpapl install -branding=XPR
Layer(tcpApl)
9 stunnel Obligatorisch stunnel -install
10 XPR Directory Service(DirSvc) Obligatorisch dirsvc -install -branding=XPR
11 XPR Internet Mail Optional smtpapl -install -
APL(SmtpApl) branding=XPR
1" XPR Vm2TxtApl Optional vm2txtapl -install -
branding=XPR
11 XPR Web APL(WebApl) Optional webapl -install -branding=XPR
1 XPR Mail APL(MailApl) Optional mailapl -install -branding=XPR
11 XPR Lear APL(Lear) Optional lear -install -branding=XPR
11 XPR Notification APL(NotApl) Optional notapl -install -branding=XPR
1 XPR Lpr APL(LprApl) Optional Iprapl -install -branding=XPR
1" XPR Csta Apl(CstaApl) Optional cstaapl -install -branding=XPR
11 XPR Cti APL(CtiApl) Optional ctiapl -install -branding=XPR
Hinweis: Mit CSTA-Anbindung
1" XPR ip APL(ipApl) Optional ipapl -install -branding=XPR
Hinweis: Ohne TTS und ohne
ASR
Tabelle 9 Liste der auf dem zweiten Knoten zu installierenden XPR Dienste
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Reihen- Dienstbezeichnung in der Installation Installationsbefehl
folge Diensteverwaltung im Cluster
11 XPR Ldap APL(LdapApl) Optional Idapapl -install -branding=XPR
11 XPR Presence APL(Presen-  Optional presenceapl -install -
ceApl) branding=XPR
11 XPR Xml APL(XmIApl) Optional xmlapl -install -branding=XPR
11 XPR VM APL(VMApI) Optional vmapl -install -branding=XPR
11 XPR Printer APL(PrintApl) Optional printapl -install -branding=XPR
11 XPR Isdn APL(IsdnApl) Optional isdnapl -install -branding=XPR
Hinweis: Ohne TTS und ohne
ASR
11 XPR SMS Large Account Optional smsipapl -install -
APL(SmsIPApl) branding=XPR
11 XPR Serial APL(V24Apl) Optional v24apl -install -branding=XPR
1 XPR Filelnterface APL(FiApl)  Optional fiapl -install -branding=XPR
1 XPR Exchange Connector for  Optional exchapl -install -branding=XPR
i386 (<XPR
Servername>:<Exchange
2003 Servername>)
1 XPR Exchange Connector for  Optional e2k7apl -install -
i386 (<XPR branding=XPR
Servername>:<Exchange
2007 Servername>)
1 XPR Exchange UM APL Optional exumapl -install -
branding=XPR
11 XPR Lotus Notes APL(LNApl) Optional Inapl -install -branding=XPR
11 XPR Lotus Notes UM Optional Inumapl -install -
APL(LnUmApl) branding=XPR
11 XPR SAP R/3 APL(SapR3Apl) Optional sapr3apl -install -
branding=XPR
WICHTIG: Die Installation dieser APL auf einem Windows Cluster ist nur
projektspezifisch freigegeben.
1 XPR SAPphone Optional sapphoneapl -install -
APL(SAPphoneApl) branding=XPR
WICHTIG: Die Installation dieser APL auf einem Windows Cluster ist nur
projektspezifisch freigegeben.
1 XPR Reporting APL(RepApl). Optional repapl -install -branding=XPR
11 XPR Schedule Optional repscheduleapl -install -
APL(RepScheduleApl) branding=XPR
Tabelle 9 Liste der auf dem zweiten Knoten zu installierenden XPR Dienste

5. Geben Sie den Befehl 1icsve install -branding=XPR in der Einga-
beaufforderung ein.
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6. Wenn die Prerequisites nicht korrekt installiert sind, wird die Fehlermeldung
“FAILURE: The MRS License Service cannot be installed. The service imple-
mentation dependent initialization return FALSE. The Event Log may contain
additional information.” erzeugt. Flihren Sie in diesem Fall die Anweisungen
im Abschnitt 5.3.1, “,Prerequisites” auf den Knoten installieren”, auf Seite 127
durch.

Dem Dienst miissen jetzt noch manuell die erforderlichen Rechte zugewiesen
werden.

7. Offnen Sie die Diensteverwaltung. Klicken Sie dazu auf Start > Programs >
Administrative Tools > Services.

8. Klicken Sie mit der rechten Maustaste auf den Dienst XPR License
Service(licsvc).

9. Wahlen Sie im Kontextmeni den Menipunkt Properties und anschliel3end
die Registerkarte Log On.
General LoaOn | Recovery | Dependencies |

Log

[~ Allow service to interact with desktop

" This account: I Browse... |

Bazsword: I

Lonfirm password; I

“f'ou can enable or dizable thiz service for the hardware profiles listed below:

Hardware Frafile | Service |
Frafile 1 Enabled
Enctle | Disable |

ak. I Cancel | Lpply |

a) Markieren Sie das Optionsfeld This account und tragen Sie das Benut-
zerkonto ein. Dieser Benutzer wird fir die XPR Serververwaltung bendtigt
und ist mit dem bereits vorher verwendeten Benutzerkonto fir die XPR
Freigaben (siehe Abschnitt 5.6, “Anmeldekonto flir XPR Dienste
zuordnen”, auf Seite 144) identisch. Tragen Sie im Feld Password das
Kennwort ein und bestéatigen Sie das Kennwort im Feld Confirm
password.

b) Sie kénnen auch nach einen Benutzerkonto suchen lassen. Driicken Sie
dazu die Schaltflache Browse.... Es 6ffnet sich der Dialog Select User.
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10.

1.

12.

13.

178

selectUser 2| ]

Select thiz object type:

IUser Object Types... |

FEram this location:

IEntire Diirectory Locations... |

Enter the object name to select [examples):

[ Lheck Hames I
Advanced... | [k | Cancel |

A

Geben Sie im Feld Enter the object name to select (examples): das zu
suchende Benutzerkonto ein und driicken Sie die Schaltflache Check
Names.

WICHTIG: Wenn Sie diesen Schritt fiir die Dienste XPR Exchange
Connector for i386 (<XPR Servername>:<Exchange Servername>) oder
XPR Exchange UM APL (siehe Tabelle 9 auf Seite 175) ausfihren, muss fur
diese Dienste statt des in Abschnitt 5.6, “Anmeldekonto fir XPR Dienste
zuordnen”, auf Seite 144 beschriebenen Benutzerkontos ein Benutzerkonto
mit weiteren speziellen Rechten benutzt werden. Umfassende Details zu den
bendtigten Rechten liefert die Installations- und Administratordokumentation
OpenScape Xpressions Microsoft Exchange Gateway unter dem Stichwort
Dienstkonto. Bedenken Sie, das fur die Installation der Exchange-
Anbindung mehr Rechte bendtigt werden, als fiir den Betrieb.

Klicken Sie auf die Schaltflache OK, um das ausgewahlte Benutzerkonto flr
den aktuellen Dienst festzulegen.

Bestatigen Sie die Meldung, dass dieses Konto jetzt das Recht hat, sich als
ein Dienst einzuloggen, durch Driicken der Schaltflache OK.

Flgen Sie dieses Benutzerkonto der Gruppe der Administratoren hinzu.

a) Klicken Sie dazu auf Start > Programs > Administrative Tools >
Computer Management.

b) Markieren Sie in der linken Liste den Eintrag System Tools > Local
Users and Groups > Groups.

c) Kilicken Sie in der rechten Liste mit der rechten Maustaste auf die Gruppe
Administrators.
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E Computer Management = |EI|1|
g File  Action Yiew ‘Window Help |_|ﬁ'|1|

e | EE X E R @ m

E Computer Management {Local)
Em System Tools c i
@ Event Viewer gBackup peratars Backup Operators can override secu...

Shared Falders gDistributed COM Users Members are allowed to launch, acti...
-#1 Local Users and Groups gGuests

Guests have the same access as me...
g Users gNetwork Configuration ... Members in this group can have som. ..
2 Groups gPerformance Log Users  Members of this group have remate ...

Petf L d Alert:
Errormance Logs and Aer gPerformance Monitor ... Members of this group have remate ...
Device Manager

- Storage gPower Users Power Lsers possess most administr. ..

% Services and Applications gPrint Operators Members can administer domain prin... b
gRemote Desktop Users Members in this group are granted t...
gReplicator Supports file replication in a domain

4 | 2 |lemrs Are nresented Fromn makinn =l

d) Wahlen Sie aus dem Kontextmenl den MenUpunkt Properties.
e) Kilicken Sie auf die Schaltflache Add....

f) Geben Sie im untersten Feld den Benutzernamen ein und klicken Sie auf
die Schaltfliche Check Names.

g) Kilicken Sie auf die Schaltflache OK.
h) Klicken Sie auf die Schaltflache OK.

14. Markieren Sie im Cluster Administrator den Lizenzservice-Eintrag mit der
rechten Maustaste und wahlen Sie Bring Online.

WICHTIG: Achten Sie darauf, dass dieser Schritt durchgefiihrt wird, da dies
bei obligatorischen zu installierenden XPR Diensten eine Voraussetzung flr
spater zu installierende XPR Dienste sein kann.

15. Wiederholen Sie die Schritte 5 auf Seite 176 bis 11 auf Seite 178 fur jeden
weiteren obligatorischen XPR Dienst in Tabelle 9 auf Seite 175.

16. Wiederholen Sie die Schritte 5 auf Seite 176 bis 11 auf Seite 178 fir jeden
optionalen XPR Dienst in Tabelle 9 auf Seite 175.

17. Wenn keine Dienste mehr auf weiteren Knoten repliziert werden muissen,
kann die Ressource CMD geldscht werden.

a) Klicken Sie im Cluster Administrator mit der rechten Maustaste auf den
Ordner der Gruppe fir den XPR Server.

b) Selektieren Sie im rechten Bereich den Dienst CMD mit der rechten
Maustaste.

c) Wahlen Sie Delete.

Die Replizierung der Dienste ist damit abgeschlossen.
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5.8.4 Hoffixe installieren

Installieren Sie alle Hotfixe, die fur Ihre XPR-Version zur Verfugung gestellt
werden.
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5.9 Testen des XPR Servers im Cluster

Um die durchgefiihrte Installation zu testen, fiihren Sie im Cluster Administrator
einen manuellen Failover durch.

1.

Offnen Sie den Cluster Administrator unter Start > Programs > Administ-
rative Tools > Cluster Administrator.

Bringen Sie dazu den ersten Knoten wieder in den Online-Modus. Klicken Sie
dazu mit der rechten Maustaste auf den entsprechenden Knoten und wahlen
Sie aus dem Kontextmenl den Menlpunkt Resume Node.

Fuhren Sie jetzt einen manuellen Failover durch. Klicken Sie dazu im Cluster
Administrator mit der rechten Maustaste auf die Gruppe fur den Cluster, in die
der XPR-Server installiert wurde. Wahlen Sie aus dem Kontextmenu den
Menupunkt Move Group.

Alle Ressourcen des XPR-Servers werden auf dem zweiten Knoten offline
geschaltet, und anschliefiend auf dem ersten Knoten neu gestartet und
online geschaltet.

Wiederholen Sie den letzten Schritt.

Alle Ressourcen des XPR-Servers werden auf dem ersten Knoten offline
geschaltet, und anschlielend auf dem zweiten Knoten wieder neu gestartet
und online geschaltet.

Wurde dieser Test erfolgreich durchgefiihrt, ist die Installation des XPR-
Servers im Cluster abgeschlossen. Schlagt dieser Test fehl, stellen Sie
sicher, dass alle Voraussetzungen eingehalten wurden (Abschnitt 5.1,
“Checkliste zur Vorbereitung der Clusterintegration”, auf Seite 123),
Uberprifen Sie erneut Ihre Einstellungen oder wenden Sie sich an den
zustandigen Netzwerkadministrator.
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5.10 Satellitenumgebung mit geclustertem Kernelcomputer
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WICHTIG: Beachten Sie den Hinweis zur XPR Connection APL unterhalb der
Tabelle Abschnitt 5.7.2, “Nicht auf einem Cluster auf Windows Server 2003 instal-
lierbare XPR Dienste”, auf Seite 154

In einer Satellitenumgebung mit geclustertem Kernelcomputer, missen in der
Registrierungsdatenbank des Clusters einige Eintrage erganzt werden. Gehen
Sie folgendermalen vor:

1.

Offnen Sie den Cluster Administrator und bringen Sie die komplette Gruppe
offline.

Bringen Sie den Lizenzservice wieder online. Dies ist notwendig, damit die
nachfolgend gemachten Anderungen an der Registrierungsdatenbank des
Knotens in die Datenbank des Clusters repliziert werden.

Offnen Sie die Registrierungsdatenbank auf dem Knoten, auf dem der
Lizenzservice momentan lauft, und suchen Sie folgenden Schlissel:

HKLM\ SOFTWARE \Wow6432Node\ PP-COM\MRS\ Services\Kernel

Offnen Sie diesen Schliissel und stellen Sie sicher, dass die Eintrage
NameLoc und CfgSvc flr jeden vorhandenen Satelliten mit dem Netzwerk-
namen des entsprechenden Computers erganzt werden.

Beispiel:

Angenommen, es existieren zwei Satellitencomputer mit den Netzwerk-
namen SATEL1 und SATEL2 . Die entsprechenden Eintrage im Schllissel
lauten dann:

NameLoc, SATEL1

CfgSvc, SATEL1L

NameLoc, SATEL2

CfgSvc, SATEL2

WICHTIG: Achten Sie darauf, dass hinter den Kommata keine Leerzeichen
stehen.

Offnen Sie folgenden Schliissel:

HKLM\ SOFTWARE \Wow6432Node\ PP-COM\MRS\ Services\Access Protocol
Layers

Stellen Sie sicher, dass fir alle APLs, die auf einem der Satelliten laufen, der
Netzwerkname des entsprechenden Satellitencomputers eingetragen ist.
Beispiel:
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Angenommen auf dem Satellitencomputer SATEL1 1auft eine ISDN APL und
auf dem Satellitencomputer SATEL2 eine CTIl APL. Die entsprechenden
Eintrage im Schlissel lauten dann:

IsdnApl, SATELL
CtiAPl, SATEL2

7. Bringen Sie die komplette Gruppe wieder online.

Die Einrichtung einer Satellitenumgebung mit einem geclusterten Kernelcom-
puter ist damit abgeschlossen.
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6 Der XPR Server im Cluster

HINWEIS: In dieser Dokumentation sind keine Screenshots fiir Windows Server
2012. Die GUI von Windows Server 2012 unterscheidet zwar sich von der GUI
von Windows Server 2008, die Funktionalitat hingegen ist dieselbe.

6.1 Aufbau eines Serverclusters

Ein Cluster ist eine Gruppe unabhangiger Rechnersysteme, die als Knoten
bezeichnet werden und als ein System zusammenarbeiten. Ziel eines Clusters ist
es, den Programme und Ressourcen, die auf Rechnern dieser Grupppe laufen,
mit einer erhéhten Verfligbarkeit oder verbesserter Performance bereitzustellen
und Ausfallzeiten zu minimieren. Cluster kdnnen in zwei Arten eingeteilt werden:

1. Bei einem Performancecluster werden mehrere Knoten zum Zwecke der
Leistungssteigerung gegeniber einem einzelnen Server zusammengefasst.

2. In einem Verfligbarkeitscluster kann jeder Knoten im Bedarfsfall die
Aufgaben eines anderen Knotens aus dem Cluster tibernehmen. Fallt ein
Knoten wegen Wartungsarbeiten oder wegen eines technischen Defektes
aus, Ubernimmt ein anderer Knoten sofort dessen Aufgaben.

Interconnect-Verbindung

Datentrager fir
Cluster-Konfiguration
Knoten 1 und Ressourcen Knoten 2
N
N =~ ¥
S J S

Clientrechner

6.1.1 Knoten

Der Begriff Knoten wird in dieser Dokumentation ausschlie3lich als Synonym fur
Clusterknoten verwendet. Es wird kein Satellitenknoten darunter verstanden.
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In Serverclustern kénnen bis zu acht Knoten zusammengefasst werden, auf
denen die Windows-Betriebssysteme zum Einsatz kommen.

6.1.2 Client Access Point (Virtueller Server)

Ein Client Access Point ist eine Applikation, deren Verfligbarkeit oder Perfor-
mance durch ein Cluster gesteigert wird. Diese Applikation wird durch ihre IP-
Adresse und ihren Netzwerknamen gebildet und eindeutig identifiziert. Die IP-
Adresse und der Netzwerkname missen als Ressource bekannt gemacht
werden (siehe Abschnitt 7.3.1, “IP-Adresse und Netzwerknamen als Ressourcen
anlegen”, auf Seite 211).

Ein Client Access Point ist im Windows Explorer unter My Network Places >
Entire Network > Microsoft Windows Network > <Domanenname> sichtbar.

HINWEIS: Fir einen XPR auf einem Windows-Cluster sind insgesamt sechs IP-
Adressen von Bedeutung.

- IP-Adresse des Clusters (s. u.)

- Je eine IP-Adresse der beiden Knoten fir die interne Clusterverbindung (Inter-
connect)

- IP-Adresse des virtuellen Servers (siehe Schritt 8 auf Seite 213)

- Je eine IP-Adresse fiir die beiden Knoten (s. u.)

Wenn Sie im Failover Cluster Management den Clusternamen auswahlen, wird
die IP-Adresse des Clusters angezeigt:

B Failover Cluster Management M=l B
File Action Wiew Help

es|zE] \

[ Patove Cuter Manegerent .

4 FPalover Cluster Ma”a‘gemt Cluster vmeclw2k8.witwebolte.local gctions)
" ocel

W wmclwzks.witwebolte.local -
Services and Applications

= 51 Nodes %}1‘ SUEy €ff Eeier GasiEid 2 Configure a Service or Applicati..
% ::::m; {40 melu2k8 has 0 applicalions/services and 2 nodes o veldation Report
= storage Name: vmoh2k8 witweboltelocal Metworks: Cluster Network 1 F add Node...
ge:::z’rl;svms Current Host Server: vmolkn2 Subnets: 1IPv4 and 0IPYE 3 Close Comnection

Quorum Configuration: & No Majorty [ Cluster Disk 1 Only ] -Wearming: Cluster Disk 1'is a single point of aflure for the clus.
Mote Actions. . »
Application Alert: <none>

View 3
Recent Cluster Events:

|6 Refrech

[E] Properties

H tep

|- Configure

‘ - Navigate

* Cluster Core Resources

Wame: [ Status [
Cluster Name:

5 7 Name: vmchu2ke (® Online
%P Address: 172.26.209.33 (@ Online

Disk Drives

[ o Cluster Disk 1 (#) Online
4 (|

‘ - More Information |
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Wenn Sie im Failover Cluster Management <Clustername> > Networks >
Cluster Network 1 6ffnen, werden die IP-Adressen der beiden Knoten
angezeigt:

R Failover Cluster Management

[_ O[]
File action  View Help
@ 2m] |

[55 Fallover Chuster Management =] [Actions
) B wncw2kd witwebolte. local o .
) [F% Services and Applications 4 IE T T
5 UMKermel S - falus Show the critical events for this,.,
o Network Connections
# Nodes i »
g wmelknl Bl vmelknt - Clisnt ®up Nodesvmelkn 1
Sf[] wmiclkn2 Adapter: Intel(R) PRO/1000 MT Network Connection =] Rename
= Storage ~
= 5 Ntwers 1P Address: 172.26.209.32 § @) Refresh
- EI 8 vmolkn2 - Local Area Connection () Up. Nodevmolkn2
| k 2 i [E] Properties
Cluster Evente Adzpter. Intel(R) PRO/1000 MT Metwork Connection
IP Address: 172.26.208.31 Help
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6.1.3 Ressourcen

Der Begriff Ressource wird in dieser Dokumentation ausschlief3lich als Synonym
fur Clusterressource verwendet.

Jede physikalische oder logische Komponente eines Client Access Points, die
durch das Cluster in der Verfiigbarkeit oder in der Performance gesteigert werden
soll, muss im Failover Cluster Management (s. u.) als Ressource eingerichtet
werden. Jede Ressource ist von einen Typ, zum Beispiel

1. Physikalische Festplatte
2. Freigabe

3. Netzwerkname und IP-Addresse. Diese beiden Ressourcen bilden einen
Client Access Point.

4. Allgemeiner Dienst

Jede Ressource hat die folgenden Eigenschaften:

1. Eine Ressource kann online oder offline geschaltet werden.
2. Ressourcen konnen in einem Servercluster verwaltet werden.

3. Ressourcen mussen in Applikationen (vgl. Abschnitt 6.1.7, “Clusterkommuni-
kation”, auf Seite 192) zusammengefasst werden.

4. Eine Applikation, und damit auch die durch sie zusammengefassten
Ressourcen, kdnnen nur einem Knoten innerhalb eines Clusters zugewiesen
werden. Wird eine Ressource dieser Applikation online geschaltet, wird sie
nur auf diesem Knoten online geschaltet.

Ressourcen kdnnen unabhangig voneinander verwendet werden, oder mit
Abhangigkeiten voneinander versehen werden, d. h. flir den Betrieb einer abhan-
gigen Ressource ist zuvor der Betrieb einer anderen Ressource erforderlich.
Diese Abhangigkeiten wirken sich auf das Online- und Offline-Schalten von
Ressourcen aus. Ein Beispiel:

Eine Ressource A ist von einer weiteren Ressource B abhangig.

Beim Online-Schalten der Ressource A muss deshalb vorher die Ressource
B online sein, andernfalls wird auch die Ressource A nicht online geschaltet.

Beim Offline-Schalten der Ressource B wird zuvor die Ressource A offline
geschaltet, weil diese von der Ressource B abhangig ist.

Die Zuordnung von Ressourcenabhangigkeiten ist zwingend erforderlich, sobald
eine Ressource von einer anderen direkt abhangig ist. Aber auch bei nicht
zwingend erforderlichen Abhangigkeiten kann es gegebenenfalls sinnvoll sein,
diese Abhangigkeiten einzurichten, um nicht direkt abhangige Ressourcen an die
Funktion anderer zu koppeln.
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Eine Ressource kann nur von einer anderen Ressource derselben Applikation
abhangig sein.

6.1.4 Quorumressource

In jedem Cluster ist eine Ressource als Quorumressource (Voting Disk) definiert,
mit der Konfigurationsdaten zur Wiederherstellung und Einhaltung der Datenin-
tegritat des Clusters verwaltet werden. Diese Quorumressource muss physikali-
schen Speicherplatz bereitstellen, und ist deshalb ein physikalisches Laufwerk in
einer Applikation (Quorumlaufwerk). Auf diesem Quorumlaufwerk werden alle
aktuellen Cluster-Konfigurationsdaten und Ressourceninformationen festge-
halten.

Wenn die interne Clusterverbindung (Interconnect) unterbrochen wird, kdnnen
zwei Knoten oder Knotengruppen voneinander isoliert werden. In dieser Situation
(Split-Brain-Situation) werden beide Knoten versuchen, den gesamten Cluster
darzustellen. Da aber nur jeweils ein Knoten aktiv sein darf, entscheidet die
Quorumressource, welchem der beiden Knoten die Ressourcen zugeordnet
werden.

Wird ein Knotenwechsel durchgefihrt (vgl. Abschnitt 6.1.9, “Failover und
Failback”, auf Seite 193), speichert die erste Instanz des Failover Cluster
Managements zun&chst alle notwendigen Informationen auf dessen Laufwerk
ab. Erst dann wird der Knotenwechsel durchgefihrt und die zweite Instanz des
Failover Cluster Managements liest die aktuellen Konfigurationsdaten vom
Quorumlaufwerk und startet die Ressourcen neu.

6.1.5 Applikationen

Eine Applikation fasst mehrere Ressourcen zu gréRReren logischen Einheiten
zusammen. Es werden typischerweise die Ressourcen eines Client Access
Points zu einer Applikation zusammengefasst, was aber nicht zwingend der Fall
sein muss. Diese Applikationen definieren die Einheiten fir ein Failover oder
Failback (vgl. Abschnitt 6.1.9, “Failover und Failback”, auf Seite 193). Fallt eine
der Ressourcen aus, werden vom Clusterdienst automatisch alle Ressourcen auf
einen anderen Knoten verschoben und dort neu gestartet.
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Eine Applikation kann nur jeweils einem Knoten zugeordnet werden, und eine
einzelne Ressource nur jeweils einer Applikation. Durch diese Beziehungen wird
sichergestellt, dass alle Ressourcen einer Applikation immer auf demselben
Knoten aktiv sind.

HINWEIS: Neben der Applikation flir den XPR-Server dlrfen noch weitere Appli-
kationen, zum Beispiel fur einen Exchange Server existieren. Dies wird aber nicht
empfohlen.

6.1.6 Clusterdienst und Clustermanager

Auf jedem Knoten lauft ein Clusterdienst, der alle Funktionen des Knotens, der
Applikationen und Ressourcen innerhalb des Clusters steuert und mit den
Clusterdiensten aller weiteren Knoten kommuniziert. Der Clusterdienst bildet
zusammen mit anderen Komponenten wie Cluster-Netzwerktreiber, Cluster-
Festplattentreiber, Ressourcenmonitoren usw. den Clustermanager.

6.1.7 Clusterkommunikation

Alle Knoten sind untereinander Uber eine oder mehrere, physikalisch
unabhangige Netzwerkverbindungen (Interconnect) miteinander verbunden.
Uber diese Verbindung tauschen die Knoten spezielle Nachrichten aus, mit
denen die Ubertragung von Ressourcen zu einem bestimmten Zeitpunkt
ausgel6st werden kann. Die Kommunikation mit dem Client-Netzwerk erfolgt
Uber eine von der Interconnect-Verbindung getrennte Netzwerkschnittstelle.

Jeder Knoten hat Zugriff auf Speichergerate, die sinnvollerweise durch RAID
gegen Ausfalle einzelner Platten gesichert sind. Auf diesen Datentragern sind die
gesamten Ressourcen- und Konfigurationsdaten des Clusters gespeichert.
Dadurch erhalt jeder Knoten Zugriff auf die gesamten Daten der Clusterkonfigu-
ration.

Es kann aber immer nur eine Instanz des Failover Cluster Managements Zugriff
auf einen Datentrager haben. Sofern keine Hardwareausfalle vorliegen, kann der
Besitz eines Datentragers aber jederzeit automatisch (zum Beispiel bei einem
Fehler) oder manuell (zum Beispiel bei einem Wartungsvorgang) auf eine andere
Instanz Ubertragen werden.
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6.1.8 Clusterverwaltung

Die Knoten werden von einem zentralen Rechner mittels einer Clusterverwal-
tungssoftware (Failover Cluster Management) verwaltet, die entweder selbst auf
einem der Knoten oder auf einem anderen Rechner aulterhalb des Clusters
betrieben wird und die einzelnen Knoten remote verwalten kann.

e _[O[x

File  Action View Help
e« z2nHE

=0 Fa " q g
[ Fallover Cluster Managemert Services and Applications Recent Cluster Events:
(=1 5 wmncl2008. witwebolks local

5 ces and Applications
Bl "5 Nodes
j wmclknl Mare Actions. .. 3
= vmkn2
ca Storage
[=] “53 Metwarks
G5 Cluster Metwark 1

Cluster Events ﬂ Help

Actions

Services and Applicati... =

Marne | Statuz | Type | Current Dwher

31. Configure a Service ...

Wiew 3

There are no services or applications in the cluster. & Refresh

6.1.9 Failover und Failback

Wenn bei einer Ressource in einem Servercluster ein Fehler auftritt, versucht der
Clusterdienst, die Ressource zunachst auf demselben Knoten erneut zu starten.
Falls dies nicht gelingt, werden die Ressourcen der Anwendung zu einem
anderen Knoten innerhalb des Serverclusters verschoben und dort neu gestartet.
Dabei werden zunachst alle Ressourcen auf dem ersten Knoten offline
geschaltet, die Applikation dann auf den zweiten Knoten verschoben und
anschlieBend unter Berlicksichtigung der eingestellten Abhangigkeiten wieder
online geschaltet. Dieser Vorgang wird als Failover bezeichnet.

Wenn ein Knoten, auf dem Ressourcen aktiv sind, inaktiv wird, fihrt der Cluster-
dienst ein Failover durch und Ubertragt alle Anwendungen und Ressourcen auf
einen anderen Knoten. Wenn der urspringlich verwendete Knoten wieder aktiv
ist, kann der Clusterdienst ein automatisches Failback ausfihren.

Alle Ressourcen kénnen so eingestellt werden, dass sie, wenn sie sich innerhalb
eines bestimmten Zeitraums eine bestimmte Anzahl von Malen selbst aufgrund
eines Fehlers beenden, ein Failover ausldsen konnen. Diese Einstellung ist aber
nur fir die wichtigsten Ressourcen, die Kernelressourcen, nétig. Andere, weniger
wichtige Ressourcen sollen kein Failover ausldosen diirfen. Welche Ressource
eine Kernelressource ist, hangt von den Prioritaten des Betreibers einer Cluster-
installation ab. Unsere Empfehlung ist, dass die folgenden Ressourcen Kernel-
ressourcen sind:
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Ressource vom Typ IP Address (siehe Schritt 9 auf Seite 213)

Ressource vom Typ Network Name (siehe Schritt 9 auf Seite 213)

HINWEIS: Diese beiden Ressourcen bilden zusammen den Client Access
Point.

HINWEIS: Das Clusterlaufwerk (Cluster Disk 2) braucht in dieser Liste nicht
gesondert aufgefiihrt zu werden, da die Ressource vom Typ IP Address und
die Ressource vom Typ Network Name von dem Clusterlaufwerk abhangig
sind. Dies bedeutet, dass, wenn das Clusterlaufwerk nicht funktioniert, ein
eventuelles Failover nicht von ihr sondern von der Ressource vom Typ IP
Address und von der Ressource vom Typ Network Name ausgeldst wird.

Ressource vom Typ File Server, die alle Netzwerkfreigaben reprasentiert
(siehe Schritt 5 auf Seite 250)

XPR License Service (licsvc) (siehe Schritt 13 auf Seite 265)

XPR Name Locator (nameloc) (siehe Schritt 22 auf Seite 268)
XPR Configuration Service (cgfsvc) (siehe Schritt 22 auf Seite 268)
XPR Status Dispatcher (xmrsvc) (siehe Schritt 22 auf Seite 268)
XPR Information Store (infostor) (siehe Schritt 22 auf Seite 268)
XPR Message Router (mta) (siehe Schritt 22 auf Seite 268)

XPR Administrator (mrs) (siehe Schritt 22 auf Seite 268)

Klaren Sie mit dem Betreiber der Clusterinstallation, in welchem Zeitraum eine
Ressource wie haufig nicht funktionieren muss, bevor ein Failover ausgel6st
wird. Diese Angaben werden spéater bei der Konfiguration der Ressourcen
bendtigt.
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Hier als Beispiel die Konfiguration des Lizenzservices (siehe Schritt 13 auf Seite

License Service Res Properties E
Advanced Policies I Fiegiztry Replication |
General I Dependencies Policies

— Responze to rezource failure

 If resource fails, do not restart

% If resource fails, atternpt restart on current node

FPeriod for restarts [mm:ss): I‘I 500 3:
b aximum restartz in the specified period: I 1 3:

= If restart is unsuccessiul, fail over all resources in this service or
application

~ If all the restart attempts fail, begin restarting
again after the specified period [hh:mm]: - =
IDD.‘IS 3

More about restart policies

— Pending timeout
Specify the length of time the resource can take to change states

between Online and Offine before the Cluster service puts the
rezource in the Failed state.

Fending timeout [mm;:ss]): IDS:DD 3:

QK I Cancel | Apply |

Wenn im Bereich Response to resource failure das Optionsfeld If resource
fails, attempt restart on current node aktiviert ist und wenn die Ressource nicht
mehr lauft, wird versucht, sie erneut zu starten.

Die Felder Period for restarts (mm:ss) und Maximum restarts in the specified
period geben dafur die Rahmenbedingungen an. Innerhalb der Zeitdauer, die
das Feld Period for restarts (mm:ss) angibt, wird maximal so haufig versucht,
die Ressource automatisch zu starten, wie das Feld Maximum restarts in the
specified period angibt. Wenn also beispielsweise das Feld Maximum restarts
in the specified period den Wert 3 hat und das Feld Period for restarts
(mm:ss) den Wert 15: 00 hat, wird maximal dreimal innerhalb von 15 Minuten
versucht, die Ressource automatisch wieder zu starten.

Das Kontrollkastchen If restart is unsuccessful, fail over all resources in this
service or application gibt an, was geschehen soll, wenn nach der Anzahl der
Startversuche, die das Feld Maximum restarts in the specified period angibt,
innerhalb des Zeitraums, den das Feld Period for restarts (mm:ss) angibt, es
nicht gelungen ist, den Dienst erneut zu starten. Wenn dieses Kontrollkastchen
aktiviert ist, wird ein Failover der Applikation fir den XPR versucht.
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6.1.10 Weiterfuhrende allgemeine Informationen zu
Serverclustern

Weiterflhrende allgemeine Informationen zum Thema Servercluster finden Sie in
der Windows-Produktdokumentation oder im TechNet-Bereich auf der Website
der Firma Microsoft.
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6.2 XPR Server Installation im Cluster

Bei der XPR Server Installation im Cluster missen einige Besonderheiten
beachtet werden:

1. Der XPR Server im Cluster lauft immer in einem Verfligbarkeitscluster, d. h.
es kann immer nur ein Knoten als XPR Server arbeiten.

2. Die Installation eines Serverclusters ist nicht Bestandteil dieser Dokumen-
tation und obliegt dem Kunden im Vorfeld der XPR Server Installation. Setzen
Sie sich deshalb rechtzeitig mit dem Netzwerkadministrator oder der IT-
Abteilung in Verbindung, um die notwendigen Anforderungen an die IT
Systeme und die technischen Mdglichkeiten bereits vor der Installation
abzuklaren (vgl. Abschnitt 3.1, “Checkliste zur Vorbereitung der XPR Server
Installation”, auf Seite 27).

3. Wahrend der Installation missen die XPR Server Konfiguration und
verschiedene Ressourcen auf jedem weiteren Knoten des Clusters repliziert
werden. Dieser Vorgang erfordert, dass einzelne Knoten wahrend der Instal-
lation offline geschaltet werden, bzw. einzelne Serverdienste temporar
deaktiviert werden. Stellen Sie deshalb sicher, dass der laufende Betrieb
durch den Installationsablauf nicht gefahrdet wird.

4. Aus Verfugbarkeitsgrinden kénnen einige Systemkomponenten des XPR
Servers, die bei einer Einzelinstallation lokal installiert werden kénnen, nicht
auf einem der Knoten installiert werden, sondern miissen auf einem oder
mehreren Satellitensystemen untergebracht werden.

a) Manche XPR Komponenten dirfen nicht auf einem Windows-Cluster
installiert werden (siehe Ende von Abschnitt 9.7.1, “Ubersicht”, auf Seite
251). Diese Komponenten miissen auf einem oder mehreren redun-
danten Satellitensystemen installiert werden.

Eine IP-APL kann parallel zu einer ISDN-APL auf einem Rechner
betrieben werden.

b) Samtliche externen Zusatzkomponenten wie z.B. Client-Module, Schnitt-
stellen, usw. dirfen nicht zur Installation auf dem Cluster ausgewahit
werden, sondern werden auf Satellitensystemen installiert.

5. Die Installation des XPR Servers im Cluster erfordert, dass einige Kompo-
nenten lokal auf jedem Knoten ausgefiihrt bzw. installiert und diese Knoten
wahrend der Installation neu gestartet werden. Stellen Sie deshalb im Vorfeld
sicher,

a) dass Sie direkten Zugang zu den einzelnen Knoten erhalten,

b) ein Installationsmedium an die Knoten anschlielen kénnen oder die
Knoten Uiber das Netzwerk Zugriff auf die Installationsdaten erhalten,
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c) dass jeder Knoten, auf dem der XPR Server installiert werden soll, im
laufenden Betrieb neu gestartet werden kann und der laufende Betrieb
des Clusters dadurch nicht unterbrochen wird.

Auf den beiden Clusterknoten durfen die folgenden Programme zwar lokal
auf den Knoten installiert werden, nicht jedoch auf dem Cluster:

a) Client License Management (CLM)

b) Crystal Reports

WICHTIG: Beachten Sie, dass fir jeden Knoten eine Lizenz zu erwerben
ist.

c) Business Intelligence and Reporting Tool (BIRT)
d) Sprachsynthese (TTS)

e) Automatische Spracherkennung (ASR)

HINWEIS: TTS und ASR sind nur fir bestimmte Betriebssysteme und
nur auf realer Hardware oder auf VMware ESX 4.0 freigegeben. Welche
Betriebssysteme zugelassen sind entnehmen Sie bitte der OpenScape
Xpressions Freigabemitteilung.

f) ACD Supervisor
g) Application Builder

Die folgenden Programme bzw. Dienste sind weder auf dem Cluster noch
lokal auf den Knoten installierbar:

a) Connection APL
* UCC
*  Webkonferenz-Server
e PostgreSQL-Datenbank
* Microsoft SQL Server 2005 Express
e optiClient 130 Web

b) Smart Services Delivery Platform (SSDP; siehe das Verzeichnis
XpressionsInstal\aAddon\Misc\SsSDP\ auf dem Installationsmedium)
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8. Tabelle 12 auf Seite 253 zeigt die XPR Dienste, die in jedem XPR Server auf
im Cluster obligatorisch sind oder optional vorhanden sein kdnnen.

WICHTIG: Beachten Sie, dass in dieser Tabelle zwischen Diensten mit
genereller Verfligbarkeit und eingeschrankter Verfligbarkeit unterschieden
wird (siehe auch den Hinweis vor Tabelle 12 auf Seite 253).

Tabelle 13 auf Seite 257 zeigt die nicht auf einem Windows-Cluster installier-
baren XPR Dienste.

WICHTIG: Alle weder in Tabelle 12 auf Seite 253 noch in Tabelle 13 auf Seite
257 erwahnten APLs dirfen nur nach einer projektspezifischen Freigabe auf
dem Cluster installiert werden.

9. Wenn Sie die Applikationskonvertierung nicht mit Ghostscript sondern mit
Microsoft Office durchfiihren, missen Sie Microsoft Office auf beiden Knoten
installieren. Bedenken Sie, dass Sie daflir zwei Lizenzen bendtigen.
Beachten Sie bitte auch die Informationen zur Applikationskonvertierung mit
Microsoft Office im Handbuch OpenScape Xpressions Server Administration.
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7 Vorbereitungen zur Erstinstallation

7.1 Checkliste zur Vorbereitung der XPR Server Installation

Schritt

Seite 201

1. Abschnitt 7.1, “Checkliste zur Vorbereitung der XPR Server Installation”, auf

Seite 209

2. Abschnitt 7.2, “Applikation fir den XPR Server im Cluster anlegen”, auf

auf Seite 211

3. Abschnitt 7.3, “Neue Ressourcen fiur den XPR Server im Cluster anlegen”,

Thema

Beschreibung

Vom Kunden zur Verfiigung zu stellende Informationen:

IP-Einstellungen

Adresse, Gateway, DNS-Server und eventuell die Adressen der
VolP-Server

Kennworte

Lokal und Domane

Faxdokumententyp

Welche Dokumententypen werden als Fax gesendet (entspre-
chende Konvertierungs-Software ist bereitzustellen)?

Rufnummernplan

Der mit dem Kunden abgestimmte Rufnummernplan muss
vorliegen.

Check des Clustersystems vor Installation der Software:

Hardware

Die verwendete Hardware muss vom Hersteller des Betrieb-
systems getestet und freigegeben worden sein. Beachten Sie
hierzu den Hinweis in Abschnitt 7.1.1, “Hardwareumgebung am
Aufstellungsort”, auf Seite 202. Entfernen Sie Uberflissige
Hardware aus dem Server-PC (z.B. Soundkarten).

Betriebssystem
(Konfiguration)

Siehe Abschnitt 7.1.3, “Uberpriifung der Windows-Server-2008/
2012-Einstellungen”

LAN-Einbindung

Prifen Sie die korrekte Einbindung des Server-PCs in das
Kunden-LAN.

Clustervorbereitung

Priifen Sie, ob die Ressourcen (IP-Adresse und Netzwerkname)
fur den zu installierenden XPR Server bereits existieren. Falls
nicht, legen Sie diese neuen Ressourcen nach Ricksprache mit
dem Netzwerkadministrator des Netzwerkes an (siehe Abschnitt
7.3, “Neue Ressourcen fur den XPR Server im Cluster anlegen”,
auf Seite 211).

Sonstiges

Beenden Sie vor der Installation der Software alle im Hintergrund
laufenden Applikationen (z.B. Antiviren-Programme). Nach erfolg-
reicher Installation kénnen diese Applikationen wieder gestartet
werden.

A31003-S2370-J101-12-31, 11/2014

OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 201



Vorbereitungen zur Erstinstallation
Checkliste zur Vorbereitung der XPR Server Installation

202

7.1.1 Hardwareumgebung am Aufstellungsort

WICHTIG: Die verwendete Hardware muss vom Betriebssystemhersteller
getestet und freigegeben worden sein. Informationen zu getesteter und freigege-
bener Hardware finden Sie unter folgender Adresse:

http://www.windowsservercatalog.com/default.aspx

Folgen Sie hier dem Link Cluster Solutions in der Spalte Hardware testing
status.

Bevor die eigentliche Inbetriebnahme begonnen wird, stellen Sie sicher, dass die
notwendige Hardwareumgebung am Aufstellungsort verfligbar ist. Im einzelnen
sind dies:

e Ein vom Kunden vorab installiertes und betriebsbereites Windows-Server-
2003/2008-Clustersystem mit mindestens zwei Knoten.

* Zugang zu einer Administrationsstation fur das Clustersystem
* Verkabelte LAN-Anschlussdosen und LAN-Kabel

» Zuséatzliche Netzanschlisse 230V (USA: 110 V) fur zusatzlich benétigte
Hardware, wie z. B. einen Protokolltester oder ein externes Installations-
medium.

Ausfuhrliche Informationen zur Inbetriebnahme und Montage des Kommunikati-
onssystems auf einem Satellitensystem erhalten Sie im jeweiligen Service-
handbuch.
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7.1.2 Uberpriifen der Systemanforderungen fiir den
Server-PC

WICHTIG: Die Installation im Clustersystem setzt voraus, dass die erforderliche
Kommunikationshardware auf dem Windows-Cluster oder einem Satelliten-
system installiert ist.

Beachten Sie, dass, wie in Punkt 8 auf Seite 199 erwahnt und in Tabelle 7 auf
Seite 150 naher beschrieben, zwischen genereller und eingeschrankter Verflig-
barkeit unterschieden wird.

PC-Hardware/Software (Neuinstallationen)

Es sollten folgende Mindestanforderungen erfillt sein:
* Prozessor

¢ Intel Pentium 4 (oder kompatibel) (Xeon Prozessor und Dual-Core-
System), mindestens 2 GHz .

* Arbeitsspeicher
e 2 GB (Empfehlung: 4 GB)
e BeiEinsatzvon TTS

e zusatzliche 100 MB pro installierter TTS-Stimme von Nuance
Vocalizer for Networks 5 und

e zusatzliche 2 MB pro Kanal,
mindestens jedoch zusatzlich 1024 MB
* Bei Einsatz von ASR zusatzlich 512 MB
* Festplatten

2 Festplatten mit jeweils mindestens 100 GB auf Clusterlaufwerk

WICHTIG: Stellen Sie sicher, dass die Partition, auf der die XPR-Server-
software installiert wird, mindestens 10 GB groR ist. Der Zielpfad darf
aullerdem keine Leerzeichen (z. B. r\OpenScape Xpressions\xpr) enthalten!

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 203



Vorbereitungen zur Erstinstallation
Checkliste zur Vorbereitung der XPR Server Installation

204

Datenverfiigbarkeit

Sie ist in der Regel als RAID-Laufwerk im Cluster vorhanden

WICHTIG: Ein Cluster ist kein Ersatz fir Datensicherung. Es ist dringend
empfohlen, das Cluster vollstandig in eine Datensicherungsstrategie zu
integrieren.

USB-Anschluss

Er dient zur Installation des OpenScape Xpressions-Systems von einem
alternativen Installationsmedium, z.B. einer externen Festplatte.

LAN
Ethernet 100 Base T oder Gigabit

¢ Die Netzwerkkarte muss mit dem LAN verbunden sein, um ein fehler-
freies Starten des XPR Servers zu gewahrleisten.

¢ Die Einstellungen der Netzwerkkarte miissen denen des Routers/HUB
entsprechen.

* Es muss ein MS Loopback Adapter installiert sein (siehe Handbuch
OpenScape Xpressions Server Installation).

WICHTIG: Beim Wechseln der Netzwerkkarte oder Verandern der Konfigu-
ration (Hardware) ist unbedingt die verwendete MAC-ID zu kontrollieren, da
sich gegebenenfalls die MAC-ID andert und eine neue Lizenzdatei erzeugt
werden muss. In diesem Fall wird die alte MAC-ID gesperrt und es kdnnen
keine Lizenzdateien mehr fir diese MAC-ID erzeugt werden. Ebenfalls ist
eine Erweiterung der Lizenzen fir diese MAC-ID nicht mehr méglich.

Betriebssysteme

Die unterstltzten Betriebssysteme entnehmen Sie der Servicedokumen-
tation OpenScape Xpressions Freigabemitteilung.
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¢ Protokolistack

Korrekt konfigurierter TCP/IP-Protokollstack

WICHTIG: Die Installation eines XPR-Systems auf substituierten Laufwerken ist
nicht moglich, da das Installationsprogramm dabei die bendétigten Verzeichnisfrei-
gaben des XPR-Systems nicht erzeugen kann.

WICHTIG: Eine Installation des XPR-Systems auf einem Domanencontroller ist
nicht gestattet.

WICHTIG: Es ist nicht gestattet, einen XPR auf einem Rechner zu installieren
auf dem ein ComAssistant installiert ist. Es ist dabei unerheblich, ob der XPR in
den ComAssistant integriert ist oder nicht.

ISDN-Karten von Dialogic/Eicon

WICHTIG: Beachten Sie, dass, wie in Punkt 8 auf Seite 199 erwahnt und in
Tabelle 7 auf Seite 150 naher beschrieben, zwischen genereller und einge-
schrankter Verfugbarkeit unterschieden wird.

WICHTIG: Dialogic benutzt manchmal verschiedene Versionsnummern fur
dieselbe Karte, zum Beispiel ist fir eine Karte eine Versionsnummer in der
Hardwarebeschreibung angegeben, im Dialogic Diva Configuration Manager
wird aber fir dieselbe Karte eine andere Versionsnummer angegeben. Die in
dieser Anleitung fir XPR V7 verwendeten Versionsnummern von Dialogic-ISDN-
Karten sind immer die Versionsnummern, die im Dialogic Diva Configuration
Manager angegeben werden!

Die unterstitzten Dialogic/Eicon-ISDN-Karten entnehmen Sie der OpenScape
Xpressions Freigabemitteilung.

Die folgenden Dialogic-ISDN-PRI-Karten der Version 2.0 werden nur fur eine
Hochristung unterstiitzt. Die entsprechenden Treiber unterstitzen keine Sprach-
konferenzen. Diese Dialogic-ISDN-PRI-Karten der Version 2.0 werden nicht von
den Treibern (Version 8.5.7) auf dem Installationsmedium des XPR V7 unter-
stutzt. Die Installation der Treiber auf dem Installationsmedium des XPR V7
darf bei Verwendung von Dialogic-ISDN-PRI-Karten der Version 2.0 nicht
durchgefiihrt werden!

e Diva PRI/E1/T1 boards (version 2.0)
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* Diva PRI/E1/T1-8 PCI
» Diva PRI/E1-30 PCI
* Diva PRI/E1-30 PCle
* Diva PRI/T1-24 PCI
* Diva PRI/T1-24 PCle

Ein Mischbetrieb verschiedener BRI- oder PRI-Karten sowie ein Mischbetrieb
von BRI- und PRI-Karten in einem Serverrechner sind nicht freigegeben.

WICHTIG: Beim Einsatz von mehr als 3 Dialogic/Eicon-4BRI-Karten in Zusam-
menhang mit CorNet-T kann es zu fehlerhaften Verbindungen bei einer Rufwei-
terleitung kommen. Beachten Sie den Workaround in Abschnitt C.6, “Hicom
300H/CorNet-T Installation”, auf Seite 318.
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7.1.3 Uberpriifung der Windows-Server-2008/2012-
Einstellungen

¢ Rechnername

WICHTIG: Der Name des Rechners, auf dem der XPR installiert wird, darf
nicht langer als 15 Zeichen sein.

* Festplatteneinrichtung

Die Clusterinstallation der XPR Software erfolgt auf einem Clusterlaufwerk.
Stellen Sie sicher, dass die verfligbare Plattengréf3e des Clusterlaufwerks
mindestens 10 GB betragt. Auf diesem Laufwerk werden die XPR Software,
Benutzerdaten und Mailboxen genutzt, sowie die zur Replikation des Cluster-
systems notwendigen System- und Registry-Daten gespeichert.

Stellen Sie sicher, dass die Partition eine NTFS-Partition ist, um die erhdhten
Sicherheitsmechanismen und die Erweiterbarkeit nutzen zu konnen.

*  Windows DHCP-Dienst

Ublicherweise ist dieser Dienst auf Windows Server 2008 R2 und auf
Windows Server 2012 R2 nicht installiert. Wenn er installiert ist, deinstallieren
Sie ihn unter Start > Settings > Control Panel > Programs > Programs
and Features > Turn Windows features on or off > Remove Feature >
Remote Server Administration Tools > Role Administration Tools >
DHCP Server Tools."

e SMTP-Dienst

Entfernen Sie den SMTP-Dienst von Windows, da der XPR Server eine
eigene SMTP-Anbindung bietet, die mit dem Dienst von Windows in Konflikt
kommt. Deinstallieren Sie den Dienst Giber Start > Settings > Control
Panel > Programs > Programs and Features > Turn Windows features
on or off > Remove Feature > SMTP Server.'

¢ Internet Information Service (lIS)

Ublicherweise ist dieser Dienst auf Windows Server 2008 R2 und auf
Windows Server 2012 R2 nicht installiert. Wenn er installiert ist, deinstallieren
Sie ihn unter Start > Settings > Control Panel > Programs > Programs
and Features > Turn Windows features on or off > Remove Feature >
Remote Server Administration Tools > Role Administration Tools > Web
Server (lIS)Tools."

1. Wenn Sie im Control Panel die klassiche Ansicht eingestellt haben, gilt der folgende Pfad:
Start > Settings > Control Panel > Adminstrative Tools > Server Manager > Features >
Remove Feature > ...

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 207



Vorbereitungen zur Erstinstallation
Checkliste zur Vorbereitung der XPR Server Installation

208

Netzwerkanbindung

Die Anbindung des Computers, auf dem das XPR System installiert werden
soll, in ein LAN muss vor der Installation der XPR Software geschehen, da
andernfalls die Netzwerkdienste vom Betriebssystem nicht gestartet werden.

Wenn Sie einen Netzwerkadapter ersetzen, muss eine neue Lizenz fir die
MAC-Adresse des neuen Netzwerkadapters erzeugt werden. Um dies durch-
fUihren zu konnen, muss die MAC-Adresse des alten Netzwerkadapters
ebenfalls bekannt sein.

DHCP-Client

Stoppen und deaktivieren Sie den DHCP-Client in der Diensteverwaltung
unter Start > Programs > Administrative Tools > Services.

Antiviren-Software

Deaktivieren Sie wahrend der Installation die Antiviren-Software, um
mogliche Fehler bei der Installation zu vermeiden.

Lizenzprotokollierung

Stoppen und deaktivieren Sie den Dienst License Logging in der Dienste-
verwaltung unter Start > Programs > Administrative Tools > Services.
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7.2 Applikation fiir den XPR Server im Cluster anlegen

Wenden Sie sich an den zustandigen Netzwerkadministrator, um den Cluster-
namen des zu installierenden XPR Servers zu erfahren.

1.

Services and Applications.

Klicken Sie mit der rechten Maustaste im Failover Cluster Management auf

Wahlen Sie More Actions... > Create Empty Service or Application aus.

B Failover Cluster Management

File  Action  View  Help

= E3

L Al 7
P;E‘ Failaver Cluster Management

=) 5 wmcl2008, witwebolte. local

Services and Applications

Recent Cluster Events: it Actions

=1 [ Services and Applications

Name
75 New service or applica

[ stas [ Tupe

services and Applications -

[ Current Owner

. [F4 Wew service or application (%) Online  Unknawn
51 (5 Modes -

5 vmclknl
5 vmekn2
i Storage
=1 (55 Metworks
i Cluster Network 1
Cluster Events

vmelknl 25 Configure a Service or Applicati...

Mare Actions, .. 3
view 3

c Refresh

Help

1

4

o8 |

3. Klicken Sie mit der rechten Maustaste auf den neu erstellten Eintrag und
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wahlen Sie Properties aus.

MNew service or application Properties E

General | Failover I

[| “1 Mew service or application

Select the preferred owners for this service or application. Use the

buttons to list them in order from most preferred at the top to least
preferred at the bottom.

Freferred owners:

O wmclknl
O vmclkn2

Down

[ Enable perzsistent mode
il Auto start

State:
Mode:

Orline

wmclkni

o]

Cancel | Apply

Geben Sie einen Namen flr die Applikation in das Feld Name ein, zum

Beispiel UMKernel.

Aktivieren Sie im Feld Preferred owners
XPR laufen kénnen soll.

Lassen Sie das Kontrollkdstchen Enable
das Kontrollkdstchen Auto start aktiviert.
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Wenn das Kontrollkastchen Enable persistent mode aktiviert ist, wird
vermerkt, auf welchem Knoten zuletzt eine Gruppe online geschaltet oder auf
welchen Knoten eine Gruppe verschoben wurde. Die Gruppe wird auf diesem
Standardknoten verbleiben, wenn das Cluster neu gestartet werden wird.

Das Kontrollkastchen Auto start legt fest, ob eine Gruppe automatisch
startet, wenn ein Cluster gestartet wird oder wenn ein Cluster nach einem
Fehler wiederhergestellt wird.

Klicken Sie auf die Schaltflache OK.

B Failover Cluster Management [_To[ =]
File Action Wew Help

= Fallower Cluster Management UMKernel
) & vmclz008. witwebalte local
i) 5 services and Applications

Recent Cluster Events: £t 2| | Actions

UMKernel a

Summary of UMKernel
lEf kel g % Bring this service or application ...
B [ Nodes " Take this service or application ...
g vmelnt Status: Qe
5 wmcknz - Show the critical events for this...
Sty Alerts: <none>
Ea Sorage T2 Move thi licati »
£ (53 Networks Preferred Owners: smelknl; vmelkn2 iZ] Move this service or application.
&3 Cluster Metwark 1 Current Owner: vinclknl ] Manage shares and storage
Cluster Events

& Add 2 shared Folder

% Add storage
] Add aresource »
52| show Dependency Report
Vizw 3
K oelete
— | =i Rename
|6 Refresh
[=] Properties

~||H rep
< | ]« |_'|_I

This servios o application has no resources
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7.3 Neue Ressourcen fur den XPR Server im Cluster anlegen

Wenden Sie sich an den zustandigen Netzwerkadministrator, um die IP-Adresse
und Netzwerkinformationen des zu installierenden XPR Servers zu erfahren.

7.3.1 IP-Adresse und Netzwerknamen als Ressourcen
anlegen

Falls vom Netzwerkadministrator bereits eine IP-Adresse und ein Netzwerkname
als Ressourcen fur den XPR Server im Cluster festgelegt wurden, kénnen Sie
diesen Abschnitt Gberspringen und mit Abschnitt 7.3.2, “Test der neuen IP-
Adresse und des neuen Netzwerknamens im Clustersystem”, auf Seite 218
fortfahren. Falls noch keine IP-Adresse und kein Netzwerkname fiir den XPR
Server im Cluster angelegt wurde, miissen Sie die nachfolgend beschriebenen
Schritte 1 auf Seite 211 bis 9 auf Seite 213 durchfiihren.

Eine neue Ressource vom Typ IP Address wird bendtigt, um zusammen mit einer
Ressource vom Typ Network Name einen virtuellen Server zu bilden, auf dem
XPR lauft. Dieser virtuelle Server macht den XPR vom Netzwerk aus zuganglich.

1. Klicken Sie im Failover Cluster Management mit der rechten Maustaste auf
die in Abschnitt 7.2, “Applikation fir den XPR Server im Cluster anlegen”, auf
Seite 209 erstellte Applikation fiir den XPR Server.

2. Wahlen Sie im Kontextmenl den Menlpunkt Add a resoucre > 1 - Client
Access Point aus.

ﬁ New Resource Wizard [ %]

?:l Client Access Point

Enter Metwork Mame and IPAddress:

Confirmation

. |t emel
Configure Client EpTES I

ey One or mare |Pvd addresses could not be configured automatically. For each netwark to be used, make sure

the network is selected, and then type an address.
Summary

Metworks Address
172.26.208.0/24 Click here to type an address

Tewt > I Cancel
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3. Das Feld Name ist auf den Netzwerknamen des virtuellen Servers zu setzen.
Das Feld ist mit dem Namen der Applikation vorbelegt. Andern Sie den
Namen, um Verwechslungen von Applikationnamen und Netzwerknamen
vorzubeugen (Beispiel: UMKernelServer).

WICHTIG: Der Name darf maximal 15 Zeichen lang sein.

4. Kilicken Sie auf Click here to type an address.

5. Geben Sie die IP-Adresse der Applikation bzw. des virtuellen Servers ein.

WICHTIG: Geben Sie nicht die IP-Adresse des Clusters ein (siehe Abschnitt
6.1.2, “Client Access Point (Virtueller Server)”, auf Seite 188).

6. Klicken Sie auf die Schaltflache Next.

g_i Confirmation

Cliert Access Point “Y'ou are ready to make a Client Access Point.

Confirmation

Configure Client d
Access Point Network Name: UMkernelServer

g IP Address: 172.26.209.34
e

To continue, click Next.

< Previous | Mewt > I Cancel
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Klicken Sie auf die Schaltflache Next.

ﬁ New Resource Wizard [ %]

Client Access Point

Confirmation

Configure Client
Access Point

The new resource as was successfully created and configured.

Resource:
Network Name:
IP Address:

UMkernels

To view the report created by the wizard, click View Report.

To close this wizard, click Finizh.

Client Access Point

172.26.209.34

erver

Wiew Report... |

Klicken Sie auf die Schaltflache Finish.

Im mittleren Bereich des Failover Cluster Managements erscheinen jetzt die

soeben erstellten Ressourcen:

& Failover Cluster Management

[ B

EE IS
§ . Failover Cluster Management

=) 5 wmchn 2k witwebolke.local
) 55 services and applications

UMKernel

5 Umermel @) Summary of UMKernel
B [ Hodes
% :’,:E:E; Status: Offine
4 Storage Alerts: <none>

4 Netwarks
Cluster Everts

Prefened Dwners: wmokn?: vmolkn2
Current Owner: vmclknil

Recent Cluster Events: 4t

Actions
UMKernel
% Bring this service or applicat, .
"5 Take this service or applicati...
Show the critical events For ..,
& Move this service or applica..
| Manage shares and storage

Add 2 shared folder

MName [ Status

Server Name

<5 Add storage

] Addaresource

BB 1iame: UnikernelServer @ Ofine =
= /=l show Dependency Report
Other Resources Vi '
P Address: 1722620934 (@) Offine K Delete
|| =1 Rename
k1| | | K] EIC R rssente =l
I
Die Art der Darstellung der beiden Ressourcen von Type IP Address und
Network Name andert sich wie folgt:
R Failover Cluster Management M=
File  Action  View  He
es A \
1 Fallover Cluster Management . Actions
5 & umcnzlo wenobokslozs UMKernel Recent Cluster Events: 4i o =l
& 5 services and applications 5 f UMK: 1
= I [ ~mmey e ‘5 Brig thi sericeor appicek...
BE Njwd:;dkm _ "% Take this service or applicati...
o vmcknz atus: Bifine Shou the critical events For
5 storege Alerts: <nane>
= 151 etwarks Prefered Dwners: vmeknl vmckn2 1 ove thisservice or applca.., >
5 Cluster Metwork 1 Current Owner: vmclkl ‘@] Manage shares and storage
Cluster Everts
i Add s shared folder
Hams [ Stans I <5 Addstorage
Server Name
- ] Add aresourcs 3
] 7% Name: UMKernel Server (®) Offline
% IP Address: 172.26.209.3¢ (@) Offine 5] show pependeney Report
Vigsky » _
K Dokt
~|| =T rename
Rl | s {0 I — =l
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Diese beiden Ressourcen wurden in der Applikation erstellt, in der der XPR-
Server installiert werden soll. Wenn die beiden Ressourcen online geschaltet
werden, erscheint der virtuelle Server dieser Applikation im Windows
Explorer unter Network > <Netzwerkname>.

10. Fuhren Sie die folgenden Unterschritte aus, um die Auslésung eines
Failovers durch die Ressource vom Typ IP Address zu konfigurieren.

a) Klicken Sie mit der rechten Maustaste auf die Ressource IP Address:
<IP-Adresse> und wahlen Sie Properties aus.

IP Address: 172.26.209.34 Properties [ %]

General | Dependenciesl Policiesl Advanced Policiesl

3r.l. Resource Mame: IIF' Address 172.26.209.34

Fesource type: IP Address

State: Orline
Metwork: I 172.26.209.0/24 j
Subnet maszk: |255.255.255.D
r IP &ddress

| DHCF Enabled
Address: ID-D-D-D

Lease Dbtained: |<n0t configured:
Lease Expires: |<n0t configured:

& Static IP Address

Addrgss: 1720 26 209 0 34

¥ Enable MetBI0S for thiz address

QK I Cancel | Apply |

b) Klicken Sie auf die Registerkarte Policies.
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IP Address: 172.26.209.34 Properties [ %]

| Generall Dependencies  Policies |Advanced Policiesl

— Responze to rezource failure

 If resource fails, do not restart

FPeriod for restarts [mm:ss):

application

b aximum restartz in the specified period:

% If resource fails, atternpt restart on current node
I‘I 500 33
e

= If restart is unsuccessiul, fail over all resources in this service or

~ If all the restart attempts fail, begin restarting
again after the specified period [hh:mm]:

ID‘I :00 33

More about restart policies

— Pending timeout

rezource in the Failed state.

Fending timeout [mm;:ss]):

Specify the length of time the resource can take to change states
between Online and Offine before the Cluster service puts the

IDS:DD 33

o]

Cancel |

Apply |

Nehmen Sie Einstellungen entsprechend der Beschreibung im Abschnitt
6.1.9, “Failover und Failback”, auf Seite 193 vor.

d) Kilicken Sie auf die Schaltflache OK.
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11. Fuhren Sie die folgenden Unterschritte aus, um die Auslésung eines
Failovers durch die Ressource vom Typ Network Name zu konfigurieren.

a) Klicken Sie mit der rechten Maustaste auf die Ressource vom Typ
Name: <Netzwerkname> und wahlen Sie Properties aus.

General | Dependenciesl Policiesl Advanced Policiesl

fw—.!. Resource Mame: IUMKemeIServer
o Fesource type: Metwork, Mame
State: Orline
DMS Mame:
UKemelServer
Full Mame: UME.emelServer. witwebalte. local
IP Addresses:
Metwark | IP Address
%172, 26.209.0/24 172.26.209.34
Add Edit Remove
MetBI0S Status: ()3
DMS Status: ()3
Kerberos Status: ()3

QK I Cancel | Apply |

HINWEIS: Unter der Registerkarte Dependencies konnen Sie die
Abhangigkeit dieser Ressource von der Ressource vom Typ IP Addresse
erkennen, die automatisch eingetragen wurde.

b) Klicken Sie auf die Registerkarte Policies.
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Neue Ressourcen fur den XPR Server im Cluster anlegen

Name: UMKernelServer Properties E

| Generall Dependencies  Policies |Advanced Policiesl

— Responze to rezource failure

 If resource fails, do not restart

FPeriod for restarts [mm:ss):

application

b aximum restartz in the specified period:

% If resource fails, atternpt restart on current node
I‘I 500 33
e

= If restart is unsuccessiul, fail over all resources in this service or

~ If all the restart attempts fail, begin restarting
again after the specified period [hh:mm]:

ID‘I :00 33

More about restart policies

— Pending timeout

rezource in the Failed state.

Fending timeout [mm;:ss]):

Specify the length of time the resource can take to change states
between Online and Offine before the Cluster service puts the

IDS:DD 33

o]

Cancel |

Apply |

Nehmen Sie Einstellungen entsprechend der Beschreibung im Abschnitt
6.1.9, “Failover und Failback”, auf Seite 193 vor.

d) Kilicken Sie auf die Schaltflache OK.
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7.3.2 Test der neuen IP-Adresse und des neuen
Netzwerknamens im Clustersystem

Testen der IP-Adresse

1.

Klicken Sie im Failover Cluster Management mit der rechten Maustaste auf
die zuvor angelegte Ressource IP Address: <IP-Adresse> und wahlen Sie
aus dem Kontextmenu den Menipunkt Bring this resource online.

Im mittleren Bereich des Failover Cluster Managements muss der Wertin der
Spalte Status fiir die ausgewahlte IP-Adresse nach kurzer Zeit auf Online
wechseln.

Fihren Sie die folgenden Unterschritte durch, um durch anpingen dieser
Adresse zu testen, ob die IP-Adresse im Netzwerk erreichbar ist.

a) Klicken Sie auf Start > Programs > Accessories > Command Prompt.
b) oder klicken Sie auf Start > Run und geben Sie im Feld Open: den Befehl

cmd ein.

e+ |Command Prompt

Microsoft Windows [Version 5.2.37%81
(C) Copyright 1985-2003 Microsoft Corp.

IC:“\Documents and Settings\businessl_

Geben Sie in der Eingabeaufforderung den Befehl ping

XXX . XXX . XXX . XXX €in. xxx . xxx . xxx . xxx steht hier als Platzhalter fir die
zuvor festgelegte IP-Adresse des zu installierenden XPR Servers im Cluster-
system (siehe Schritt 5 auf Seite 212).

Antwortet der Server im Clustersystem nicht auf den ping-Befehl, stellen Sie
sicher, dass alle Voraussetzungen (Abschnitt 7.1, “Checkliste zur Vorbe-
reitung der XPR Server Installation”, auf Seite 201) eingehalten sind,
Uberprifen Sie erneut lhre Einstellungen oder wenden Sie sich an den
zustandigen Netzwerkadministrator. Andernfalls fahren Sie mit dem nachsten
Schritt fort.

5. Kehren Sie zum Failover Cluster Management zurick.
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Testen des Netzwerknamens

6. Klicken Sie im mittleren Bereich des Failover Cluster Managements in der
Kategorie Server Name mit der rechten Maustaste auf den Eintrag Name:
<Netzwerkname> .

7. Wahlen Sie aus dem Kontextmenl den Menlpunkt Bring this resource
online aus.

Im mittleren Bereich des Failover Cluster Managements muss der Wert in der
Spalte Status fiir die Ressource Name: <Netzwerkname> nach kurzer Zeit
auf Online wechseln.

8. Fuhren Sie jetzt einen Wechsel des Clusters auf einen anderen Knoten aus.

a) Klicken Sie mit der rechten Maustaste im linken Bereich des Failover
Cluster Managements auf die Applikation flr den zu installierenden XPR
Server.

b) Wahlen Sie im Kontextmenl den Menlpunkt Move this service or appli-
cation to another node > Move to node <Name des zweiten Knotens>
aus.

c) Kilicken Sie auf die Schaltflache Move <Applikationsname> to <Name
des zweiten Knotens>.

Im mittleren Bereich des Failover Cluster Managements muss der Wert in
der Spalte Status fir den ausgewahlten Client Access Point nach kurzer
Zeit auf Online wechseln. Nach dem Wechsel muss als Wert fir Current
owner der Netzwerkname des zweiten Knotens stehen.

B Failover Cluster Management

[_[O[x]

E;E Failover Cluster Management. Actions

=) ] vmchn 2k, wibwebolte lacal
= [ Services and Applications

UMKernel

Recent Cluster Events: £

UMKernel -

[ UMkermel
E T Nodes
3 vmeknt
3 vmehkn2
b Storage
B i Networks
&3 Cluster Network 1
§4] Cluster Events

F‘ Summary of UMKernel

Status: Orline

Alerts: <none>

Preferred Owners: vmoknl; vmckn2
Current Owner: vmclkn2

“F Bring this servics or sppiicat. .

& Take this ssrvice or applicati...

Showr the critical events for
[ Move this service or applica

g} Manage shares and storage

[ Add a shared falder

Hame [ Status [

5 Add storage

Server Name

] add aresource »

) Online =2 show Dependency Report

i »
K elkte

=0 Rename

S ot =

| o

. | Dl

9. Geben Sie in der Eingabeaufforderung erneut den Befehl ping
XXX . XXX . XXX . XXX €iN. xxx . xxX . xxx . xxx steht hier als Platzhalter fiir die
zuvor festgelegte IP-Adresse des zu installierenden XPR Servers im Cluster-
system (siehe Schritt 5 auf Seite 212).

10. Stellen Sie sicher, dass der Server im Clustersystem auf den PING-Befehl
antwortet, andernfalls Gberpriifen Sie erneut lhre Einstellungen oder wenden

Sie sich an den zustandigen Netzwerkadministrator.

11. Klicken Sie mit der rechten Maustaste im linken Bereich des Failover Cluster
Managements auf die Applikation fiir den zu installierenden XPR Server.
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a) Fuhren Sie den Befehl Move this service or application to another
node > Move to node <Name des ersten Knotens> aus, um zum ersten
Knoten zurlick zu schalten.

b) Klicken Sie auf die Schaltflache Move <Applikationsname> to <Name
des zweiten Knotens>.

HINWEIS: Schlagt dieser Test fehl, stellen Sie sicher, dass alle Vorausset-
zungen (Abschnitt 7.1, “Checkliste zur Vorbereitung der XPR Server Instal-
lation”, auf Seite 201) eingehalten sind, Gberprifen Sie erneut lhre Einstel-
lungen oder wenden Sie sich an den zustandigen Netzwerkadministrator.

Wenn dieser Test ordnungsgemaf funktioniert, kdnnen Sie mit dem nachsten
Schritt der Vorbereitungen fortfahren.
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7.3.3 Clusterlaufwerk anlegen

1. Klicken Sie mit der rechten Maustaste im linken Bereich des Failover Cluster
Managements auf die Applikation fir den zu installierenden XPR Server.

2. Wahlen Sie Add storage aus.

3. Aktivieren Sie das Kontrollkastchen der angebotenen Cluster Disk.

Select the disk or digks that pou want to add.

Avalilable disks:

Mame | Statuz
[0 = <= Cluster Disk 2 () Online
Volume: (R) File System: NTFS

()3 I Cancel |

4

4. Klicken Sie auf die Schaltflache OK.

B Failover Cluster Management:

1[=l B3
Fle Action View Help
LG |
£ N
E] Faover Chster Hanagemert UMKernel Recent Cluster Events: 44 Actions
1 ] vmelvake.winebolte.local — .
& [ Services and Applications Summary of UMKernel
- 7 “F Bring this service or applicat..,
e "5”95 - % Teke this service or applicat...
il
3 vmcknz s i show the rtical everts for ..
21 storags Alerts: <none>
5 155 Hetworks Preferred Duners: vmcknl : vmckn2 B Move this service or sppics...
i Chuster Network 1 Current Owner: vmclknl ] Manage shares and storage
Cluster Everts .
! @ Addashared folder
Name [ Status | 5 addstorage
Server Name
) ] addsresource 3
E] % Name: UMKernelServer (@ Online 2 .
1P Address: 17226.209.34 (@) Online ||| & Show Depandency Report
view »
Disk Drives
K Delete
=] &9 Cluster Disk 2 (@) Online o &
Volume: (R) File System: NTFS. enams
] Refresh —
Bl (| K [ ,’—l [Z] Properties =l

Das Failover Cluster Management zeigt jetzt das erzeugte Clusterlaufwerk
als Ressource. Typischerweise erhalt sie den Laufwerkbuchstaben r.

Der Ressourcentyp dieser Ressource ist Physical Disk.
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Cluster Disk 2 Properties [ %]

General | Dependenciesl Policiesl Advanced Policiesl

= I/' Fesource Mame: IEIuster Dizk 2
Fesource type: Physical Digk

State: Orline

Disk: Disk2

WVolume | Capacity | Free Space
R 9,76 GB 8.79GE

Eepair... |
QK I Cancel | Apply |
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8 Installation des XPR auf einem Clustersystem

Die Installation eines XPR auf einem Windows Server 2008/2012 Cluster wird
analog zu den Schritten in Kapitel 4, “Installation des XPR auf einem Cluster-
system” fiir Windows Server 2003 durchgefihrt.

Im mittleren Bereich des Failover Cluster Managements wird eine neue
Ressource namens FileServer-(UMKernelServer)(Cluster Disk 2) vom Typ File
Server gezeigt.

BE Failover Cluster Management [_ O] x]

% Failover Cluster Management
=) &5 wmclw2ks witwebolte local
= [ Services and Applications =2 Summary of UMKernel
[ Umkermel 1=
B 5 Nodes T
5 wmaclknt

UMKernel ~ Recent Cluster Events: £ i iActionssie i Sn i i Bl
UMKernel -

% Bring this service or application ...

§ Take this service or application ..,
Status: Orline

5 vmclnz Show the critical events for this...
&) storage Alerts: <nones = ‘
=] [ Networks Preferred Owners: vmohnl; vmclkn2 [ Move this service or application...  »

&3 Cluster Metwark 1 Current Owner: vmclknl %] Manage shares and storage
Chuster Events
@ [ Add a shared Folder

fore T | | .
Server Name .
= 7] Add aresource 3
1 9% Name: UMKernelSer (8) Orline E
- - 123 show Dependency Report
Wiew »
File Server
- - K Delete
5 FileServer-[UMKemelServer) (Cluster Disk 2) (@ Online I n
=l Rename
Disk Drives @ Refresh
B Cluster Disk 2 (® Online [E] Properties
Velume: (R) FileSyst. 9.7 GE (30.0% free ) — -
Shared Folders: 1P Address: 172.26.209.34 -
Share Name, [ Folder Path [ Type [ # Client Connections_| Description | §@  Bring this resource online
iR Rl Windovs 0 Default share 3 Take this resouree offline
| MrsUserdsia$ 1OpenScapetupril_ Windows 0 MRS "Userdata' Dire =
§ MrsFolderss  r\OpenScapelupriFol . Windows 0 MRS “Folders’ Direct Showi the criical events for this...
| MrsBackups  1°penScapebp\Ba.. Windows 0 MRS 'Backup’ Direct. 2 show Dependency Repart
1 MrsCint \OpenSeapebpiCli. Windows 0 MRS Client Directory
1 MrsNCOConf . r\OpenScapstuprhC . Windows 0 MRS "NCO Configur. Mere Actians. . 4
| MrsMonitor  :OpenScapebspiito. Windows 0 MRS "Monitor’ Direct. % Delete
[E] Properties
Help

Im mittleren Bereich des Failover Cluster Managements wird eine neue
Ressource namens FileServer-(UMKernelServer)(Cluster Disk 2) vom Typ File
Server gezeigt. Diese Ressource reprasentiert die Gesamtheit aller erzeugten
Freigaben, die weiter unten unter Shared Folders im Detail angezeigt werden.
Es ist nicht wie auf Windows Server 2003, dass jede Freigabe einer Ressource
entspricht.
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9 Clusterintegration

9.1 Checkliste zur Vorbereitung der Clusterintegration

Schritt

1.

Abschnitt 9.2, “Ressource XPR Information Store Res einrichten”, auf Seite
226

Abschnitt 9.3, “Neuzuordnung des Rechnernamens in der Registrierungs-
datenbank”, auf Seite 227

Abschnitt 9.4, “Gemeinsame Systemkomponenten installieren”, auf Seite
231

Abschnitt 9.5, “MRS Dienste modifizieren”, auf Seite 239

Abschnitt 9.6, “Lokale Freigaben als Ressource einrichten”, auf Seite 246

Abschnitt 9.7, “XPR Dienste als Ressourcen einrichten”, auf Seite 251

N|o|a| s

Abschnitt 9.8, “Replizierung der XPR Dienste als Ressourcen auf den
zweiten Knoten”, auf Seite 279

Abschnitt 9.9, “Testen des XPR Servers im Cluster”, auf Seite 287

Abschnitt 9.10, “Satellitenumgebung mit geclustertem Kernelcomputer”, auf
Seite 289

Tabelle 10 Checkliste zur Vorbereitung der Clusterintegration auf Windows
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9.2 Ressource XPR Information Store Res einrichten

1. Kopieren Sie die Datei mrsclusres.dll vom Verzeichnis
XpressionInstall\AddOn\Misc\Cluster\x64
fur ein 64-Bit-Betriebssystem
auf dem XPR-Installationsmedium in das Verzeichnis
$WindowsInstallDir%\cluster auf beide Knoten.

Wenn Windows dies wegen der Meldung Datei in Benutzung nicht gestattet,
stoppen Sie den Clusterdienst vor dem Kopieren, und starten Sie ihn nach
dem Kopieren erneut.

2. Starten Sie auf dem ersten Knoten eine Eingabeaufforderung. Fiihren Sie in
ihr den folgenden Befehl aus:
cluster resourcetype mrsclusres /create /dll:mrsClusRes.dll
Wenn die Durchfiihrung korrekt durchgefiihrt wurde, lautet die Ausgabe wie
folgt:
Resource type 'mrsclusres' created
Dadurch wird der Ressourcentyp mrsClusRes beim Cluster registriert. Es
kénnen jetzt Ressourcen dieses Typs erzeugt werden.

3. Schliel3en Sie die Eingabeaufforderung.Abschnitt 9.7.3, “Ressource XPR
Information Store Res erstellen”, auf Seite 270

4. Esistempfehlenswert, den zweiten Knoten durch die folgenden Unterschritte
auf Pause zu setzen, um ein eventuelles Failover zu verhindern.

a) Offnen Sie das Failover Cluster Management unter Start > Programs >
Administrative Tools > Failover Cluster Management.

b) Klicken Sie im linken Bereich mit der rechten Maustaste auf Nodes >
<Name des zweiten Knotens>.

¢) Wabhlen Sie die Option Pause aus.
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9.3 Neuzuordnung des Rechnernamens in der Registrierungsdatenbank

Alle bislang erfolgten Installationsschritte wurden zunachst auf einem lokalen
System ausgeflihrt und sind mit dem Servernamen des lokalen Knotens erfolgt.
Da der XPR-Server aber als Clusterserver ausgefiihrt werden soll, missen
samtliche Vorkommen des Namens des lokalen Knotens in den Registrierungs-
datenbank-Ordnern
HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\Siemens

und

HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\PP-COM

durch den Namen der virtuellen XPR-Maschine ersetzt werden.

Der Name der virtuellen Maschine wurde im Schritt 3 auf Seite 212 als Netzwer-
kname erstellt und erscheint im mittleren Bereich des Failover Cluster Manage-
ments in der Kategorie Server Name als Name:<Netzwerkname>.

Der Zustand des zweiten Knotens ist unwichtig.

WICHTIG: Sehr wichtig! Achten Sie darauf, dass Sie in den folgenden Schritten
den lokalen Rechnernamen nur in den beiden angegebenen Registrierungs-
datenbank-Ordnern

HKEY_ LOCAL_MACHINE\SOFTWARE\Wow6432Node\SIEMENS und

HKEY_ LOCAL_MACHINE\SOFTWARE\Wow6432Node\PP-COM ersetzen.

In allen anderen Registrierungsdatenbank-Ordnern muss der lokale
Rechnername unbedingt erhalten bleiben, da sonst das Windows Betriebs-
system unter Umstanden nicht mehr funktioniert. Legen Sie sich gegebenfalls
eine Sicherungskopie der Registrierungsdatenbank an, bevor Sie Schlussel in ihr
andern.

1. Starten Sie den Registrierungs-Editor. Klicken Sie auf Start > Run. Geben
Sie im Feld Open den Befehl regedit ein.

Der Registrierungs-Editor wird gestartet.
2. Fulhren Sie zu Ersetzung des Namens die folgenden Unterschritte aus:

a) Klicken Sie im Menu Edit auf den Menupunkt Find.... Der Dialog Find
wird gedffnet.

b) Geben Sie im Feld Find what den Rechnernamen des lokalen Knotens
ein. Aktivieren Sie die Optionen Keys, Values und Data. Klicken Sie auf
die Schaltflaiche Find next.

Das nachste Vorkommen des Rechnernamens wird angezeigt.
c) Wenn Sie sich im Registrierungsdatenbank-Ordner

HKEY LOCAL_MACHINE\SOFTWARE\WOw6432Node\Siemens oder
HKEY_LOCAL_MACHINE\SOFTWARE\WOw6432Node\ PP-COM befinden
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(siehe Statuszeile), ersetzen Sie den lokalen Rechnernamen durch den
Wert von <Netzwerkname> in Name:<Netzwerkname> in der Kategorie
Server Name im mittleren Bereich des Failover Cluster Managements.

Gegebenenfalls muss in einem Schliissel der Ersatz mehrfach durchge-
fuhrt werden.

Beispiel:
Der Schliussel

HKLM\ SOFTWARE\Wow64 3 2Node \ PP-COM\MRS \xmrsvc \ModuleCache
vom Typ REG_MULTI_SZ hat zum Beispiel den folgenden Wert:

XMR,
infostor, pipe://\\KERN1\pipe\MrsInfoStorIPC
mta, pipe://\\KERN1\pipe\MrsRouterIPC

Hier muss der Wert KERN1 an allen Stellen ersetzt werden.

Gegebenenfalls muss in einem Schlissel noch mehr geadndert werden.

Ist zum Beispiel XPR der Name des XPR Servers im Clustersystem, ist
TLCLKN1 der Name eines Knotens im Cluster, und hat zum Beispiel der
Schliussel

HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\PP-COM\MRS\MRS Globals\Monitor Directory

den zweizeiligen Wert

\\XPR\MrsMonitor
\\TLCLKN1\MrsMonitor

so ist die zweite Zeile ersatzlos zu streichen.

HINWEIS: Ersetzen Sie den Namen des lokalen Rechners nicht durch den
Namen der Applikation.

d) Dricken Sie auf die F3-Taste, um das nachste Vorkommen zu suchen.

Achten Sie dabei darauf, dass Sie die oben genannten Registrierungsda-
tenbank-Ordner nicht verlassen.

e) Wiederholen Sie die beiden letzten Unterschritte ¢ und d, bis alle

Vorkommen des Rechnernamens des lokalen Knotens ersetzt wurden.

3. Ersetzen Sie die IP-Adresse, die Teil des Schlissels

HKLM\ SOFTWARE \wow6432Node\ PP-COM\MRS\MRS Globals\LicSvcAddress

228

in der Registrierungsdatenbank ist, durch die IP-Adresse des virtuellen XPR-
Servers (Wert von <IP-Adresse> in IP Address:<IP-Adresse> in der
Kategorie Server Name im mittleren Bereich des Failover Cluster Manage-
ments).
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Beispielwert fur obigen Schlissel:

tcpip://172.26.209.43:13010

4. Der folgende Schlissel muss leer sein:

HKEY_ILOCAL_ MACHINE\SOFTWARE\Wow6432Node\PP-COM\MRS\Services\Kernel

Entfernen Sie alle APL-Eintrage. Vergleichen Sie dazu Abschnitt 9.10, “Satel-
litenumgebung mit geclustertem Kernelcomputer”, auf Seite 289

5. Setzen Sie im Registrierungsdatenbank-Ordner
HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\ PP-COM\MRS \Tcpapl \NWP1ugTCP

den Wert des Schliissels BindAddress auf die IP-Adresse des
virtuellen XPR-Servers (Wert von <IP-Adresse> in IP
Address:<IP-Adresse> in der Kategorie Server Name im mittleren
Bereich des Failover Cluster Managements.

Wenn der Schlissel BindAddress nicht existiert, erstellen Sie ihn (Typ
REG_SZ).

6. Uberpriifen Sie, ob in der Registrierungsdatenbank der folgende Schliissel
vom Typ REG_SZ den Wert MSCS hat (Microsoft Cluster Server):

HKEY_LOCAL_MACHINE\ SOFTWARE\Wow6432Node\PP-COM\MRS\Cluster Parameter\Type
Wenn der Schliissel noch nicht existiert, erstellen Sie ihn.

7. Uberpriifen Sie, ob in der Registrierungsdatenbank der folgende Schliissel
vom Typ REG_SZ den Wert hat, den Sie im Schritt 4 auf Seite 209 dem
Namen der Applikation zugewiesen haben (Beispiel UMKernel):

HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\PP-COM\MRS\Cluster Parameter\Group

Wenn der Schlissel noch nicht existiert, erstellen Sie ihn.

8. Stellen Sie sicher, dass keine weiteren Eintrage fir den geclusterten Kernel-
computer in dem Schlissel HKLM/SOFTWARE /PP-COM/MRS/Services/
Kernel vorhanden sind.

Angenommen, der Netzwerkname des geclusterten Kernelcomputers lautet
XPRCL, dann darf der Eintrag NameLoc, XPRCL im folgenden Beispiel nicht
vorhanden sein:

NameLoc, XPRCL

NameLoc, SATEL1

CfgSvc, SATEL1

NameLoc, SATEL2
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CfgSvc, SATEL2

WICHTIG: Achten Sie darauf, dass hinter den Kommata keine Leerzeichen
stehen.

9. Schlielen Sie den Registrierungs-Editor und fahren Sie mit der Installation
des XPR-Servers fort.
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9.4 Gemeinsame Systemkomponenten installieren

9.4.1 ,Prerequisites“ auf den Knoten installieren

Zum Betrieb des XPR-Servers als Clusterserver missen auf jedem weiteren
Knoten, auf denen die Installation durchgefiihrt werden soll, bestimmte System-
komponenten lokal installiert werden.

1. SchlieRen Sie das verwendete Installationsmedium an den Knoten an.

2. Suchen Sie im Verzeichnis XpressionsInstall\Prerequisites auf
dem Installationsmedium die folgenden Dateien:

a) vcruntimeinst.exe

b) vcredist_x86.exe

c) vecredist _x64.exe

d) vc9\vcredist_x86.exe
e) veclO\vcredist_x86.exe

3. Starten Sie diese Dateien auf dem Knoten.

HINWEIS: Es nerscheint kein Dialogfenster, das das Ende der Ausflihrung
dieser Datei anzeigt.

4. Wiederholen Sie die vorhergehenden Schritte 1 auf Seite 231 bis 3 auf Seite
231 auf jedem Knoten, auf dem der XPR Server im Cluster laufen soll.

9.4.2 Druckertreiber auf den Knoten installieren

Eine weitere lokal zu installierende Systemkomponente sind die XPR-Drucker-
treiber. Diese mussen ebenfalls auf allen weiteren Knoten installiert werden, auf
denen der XPR-Server im Cluster ausgefiihrt wird. Ein Cluster bietet die
Moglichkeit einen Druckertreiber auf dem Cluster zu installieren, indem eine
Clusterressource mit dem Namen “Print Spooler” erstellt wird. Diese Clusterres-
source darf nicht erstellt und benutzt werden.

HINWEIS: Die Installation des Druckertreibers erfordert einen Neustart des
Computers. Stellen Sie sicher, dass keine kritischen Anwendungen auf dem
Computer gestartet sind bzw. diese Anwendungen neu gestartet werden kénnen.

Gehen Sie folgendermalen vor:
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Schlie3en Sie das Installationsmedium an den Knoten an und starten Sie die
Datei setup.exe im folgenden Verzeichnis auf dem Installationsmedium:

XpressionsInstall\AddOn\Misc\Cluster\x64\

HINWEIS: Starten Sie unter Windows Server 2008/2012 R2 64 bit die Datei
setup.exe im folgendem Verzeichnis:
XpressionsInstall\AddOn\Misc\Cluster\x64\

Klicken Sie auf Next.

Lesen Sie die Lizenzbedingungen durch, aktivieren Sie das Kontrollkastchen
| accept the terms in the License Agreement und klicken Sie auf die
Schaltflache Next.

Klicken Sie auf Install. Die Installation wird durchgefiihrt und der Fortschritt
der Installation wird in einem Dialog dargestellt.

Klicken Sie auf Finish, um die Installation abzuschlief3en.
Starten Sie den Computer neu.

Offnen Sie die Datei C: \WINDOWS\ Temp\ucsetup.log. In dieser Datei
finden Sie Logbucheintrage, die anzeigen, ob der Druckertreiber ordnungs-
gemal installiert wurde.

Fihren Sie die Schritte 1 bis 7 auf jedem Knoten aus.

9.4.2.1 Druckertreiber deinstallieren

Wenn der Druckertreiber zu einem spateren Zeitpunkt vom System deinstalliert
werden soll, missen Sie dann folgendermafien vorgehen:

1.

2

SchlieRen Sie das Installationsmedium an den Knoten an und starten Sie die
Datei setup.exe im folgenden Verzeichnis auf dem Installationsmedium:

XpressionsInstall\AddOn\Misc\Cluster

Klicken Sie auf Next.

Klicken Sie auf Remove.

Klicken Sie auf Remove. Die Deinstallation wird durchgefihrt.
Klicken Sie auf Finish.

Flahren Sie die Schritte 1 bis 5 auf jedem Knoten aus.

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung



Clusterintegration
Gemeinsame Systemkomponenten installieren

9.4.3 Printer-Embedded-Codes installieren

Fuhren Sie die folgenden Schritte durch, um Printer-Embedded-Codes zu instal-
lieren:

1. Erstellen Sie ein neues Verzeichnis auf dem Clusterlaufwerk, zum Beispiel
R:\pec_spool.

2. Geben Sie dieses Verzeichnis durch die folgenden Unterschritte fir den
Vollzugriff fiir jeden Benutzer frei, damit der XPR-Server Zugriff auf die
PostScript-Dateien hat.

a) Klicken Sie im Windows Explorer mit der rechten Maustaste auf dieses
Verzeichnis und wahlen Sie die Option Properties aus.

b) Klicken Sie auf die Registerkarte Sharing.

c) Klicken Sie auf die Schaltflache Advanced Sharing....

d) Aktivieren Sie das Kontrollkadstchen Share this folder.

e) Klicken Sie auf die Schaltflache Permissions.

f) Wahlen Sie im Feld Group or user names den Eintrag Everyone aus.

g) Aktivieren Sie im Feld Permissions for “Everyone” das Kontroll-
kastchen Allow fir den Eintrag Full Control.

h) Klicken Sie auf die Schaltflache OK.
i) Klicken Sie auf die Schaltflache OK.
j) Klicken Sie auf die Schaltflache Close.

Der freigegebene Ordner kann im Windows Explorer, der auf einem anderem
Rechner im Netz lauft, zum Beispiel wie folgt gedffnet werden:

\\<IP-Adresse des virtuellen Servers>\pec_spool

WICHTIG: Ersetzen Sie <IP-Adresse des virtuellen Servers>

durch die IP-Adresse des virtuellen Servers, nicht jedoch durch einen der

folgenden Werte ein (siehe Hinweis in Abschnitt 6.1.2, “Client Access

Point (Virtueller Server)”, auf Seite 188):

- IP-Adresse des Clusters

- IP-Adresse einer der beiden Knoten zum Client-Netzwerk hin

- IP-Adresse einer der beiden Knoten fiir die interne Clusterverbindung
(Interconnect)

- Netzwerknamen einer der beiden Knoten
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3. Fuhren Sie jetzt Schritt 1 auf Seite 246 bis Schritt 8 auf Seite 248 im Abschnitt

9.6.1, “Setzen der Rechte der Freigaberessourcen des XPR Servers auf
Windows Server 2008/2012”, auf Seite 246 mit den Werten in der folgenden
Tabelle durch:

Freigabename |Pfad Benutzer- Rechte
gruppe
<Name> [LW:]\pec_spool Everyone Full Control

<Name> ist durch einen beliebigen Wert zu ersetzen.

HINWEIS: Spater (nicht jetzt!) werden die Anweisungen im Abschnitt 9.6.1,
“Setzen der Rechte der Freigaberessourcen des XPR Servers auf Windows
Server 2008/2012”, auf Seite 246 mit den Werten in Tabelle 11 auf Seite 246
durchgefiihrt.

Auf jedem Client-Rechner, der diese Printer-Embedded-Codes verwenden
will, muss mit den folgenden Unterschritten ein bestimmter lokaler Drucker
installiert werden.

HINWEIS: Diese Unterschritte kbnnen je nach verwendetem Betriebs-
system unterschiedlich sein.

a) Offnen Sie Start > Devices and Printers.
b) Klicken Sie auf den Mentoption Add a printer.
c) Kilicken Sie auf die Schaltflache Add a local printer.

d) Wahlen Sie im Feld Use an existing port den Wert XPR Server Fax
Monitor aus.

e) Klicken Sie auf die Schaltflache Next.

f)  Wenn Sie den Drucker auf Windows XP oder Windows Server 2003
installieren, wahlen Sie den Drucker HP LaserJet lll PostScript Plus
v2010.118 aus.

Wenn Sie den Drucker auf Windows Vista, Windows 7, Windows Server
2008 oder Windows Server 2008 R2 installieren, wahlen Sie den Drucker
HP LaserJet 2300 Series PS aus.

Wenn Sie den Drucker auf Windows Server 2012 installieren, wahlen Sie
den Drucker HP Universal Printer Driver aus. Sie kdnnen sich diesen
Druckertreiber zum Beispiel von ftp://ftp.hp.com/pub/softlib/
softwarel2/C0OL40842/ds-99376-4/upd-ps-x64-
5.6.0.14430.exe herunterladen.

g) Klicken Sie auf die Schaltflache Next.
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h) Tragen Sie einen Namen, der auf EC endet (zum Beispiel XPR EC), fUr
den Drucker ein.

WICHTIG: Im Druckernamen muss wie im Beispiel vor EC ein
Leerzeichen stehen.

i) Klicken Sie auf die Schaltflache Next.

j) Aktivieren Sie das Kontrollkdstchen Do not share this printer und
klicken Sie auf die Schaltflache Next.

WICHTIG: Richten Sie wie beschrieben den Drucker auf jeden Fall als
lokalen Drucker ein (Do NOT share this printer).

k) Klicken Sie auf die Schaltflache Finish.

[) Klicken Sie mit der rechten Maustaste auf den Drucker und wéahlen Sie
die Option Printing Preferences aus.

HINWEIS: Je nach Betriebssystem muss Properties > General >
Printing Preferences ausgewahlt werden.

m) Klicken Sie auf die Registerkarte Advanced.

n) Setzen Sie Document Options > PostScript Options > PostScript
Output Options auf den Wert Optimize for Portability.

0) Klicken Sie auf die Schaltflache OK.

WICHTIG: Ein Courier-Font muss benutzt werden, um Embedded-Codes fiir
die Mail-APL lesbar zu machen.

Wenn Sie andere Fonts benutzen, schreibt der Druckertreiber die Texte als
Binarcode in die erstellte PostScript-Datei, so dass die Mail-APL die
Embedded-Codes nicht mehr lesen kann.

5. Auf jedem Clientrechner, der diese Printer-Embedded-Codes verwenden
will, missen mit den folgenden Unterschritten Werte in der Registrierungsda-
tenbank gesetzt werden, damit der neu eingerichtete Drucker weiss, wo sich
der XPR und das Freigabeverzeichnis befindet.

HINWEIS: Fihren Sie diese Unterschritte weder auf dem aktiven Knoten
noch auf dem inaktiven Knoten durch!
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a)
b)

c)

d)

e)

)]

Offnen Sie Start > Run.
Geben Sie regedit ein und klicken Sie auf die Schaltflache OK.

Offnen Sie den Schliissel' HKEY T.OCAIL_MACHINE\ SOFTWARE\PP-
COM\FaxMon\DefaultDir.

Wenn dieser Schliissel noch nicht existiert, erstellen Sie ihn (Typ
REG_SZ).

Tragen Sie als Wert dieses Schlissels den UNC-Pfad des Verzeich-
nisses ein, das sie im Schritt 2 auf Seite 233 auf dem Cluster freigegeben
haben.

Beispiel:

\\<IP-Adresse des virtuellen Servers>\pec_spool

WICHTIG: Ersetzen Sie <IP-Adresse des virtuellen Servers>

durch die IP-Adresse des virtuellen Servers, nicht jedoch durch einen der

folgenden Werte ein (siehe Hinweis in Abschnitt 6.1.2, “Client Access

Point (Virtueller Server)”, auf Seite 188):

- IP-Adresse des Clusters

- IP-Adresse einer der beiden Knoten zum Client-Netzwerk hin

- IP-Adresse einer der beiden Knoten fiir die interne Clusterverbindung
(Interconnect)

- Netzwerknamen einer der beiden Knoten

Offnen Sie den Schliissel' HKEY LOCAL_MACHINE\SOFTWARE\PP-
COM\FaxMon\MailApl_ FaxPipe_Host.

Wenn dieser Schliissel noch nicht existiert, erstellen Sie ihn (Typ
REG_SZ).

Tragen Sie als Wert dieses Schliissels die IP-Adresse (siehe Schritt 5 auf
Seite 212) oder den Netzwerknamen (siehe Schritt 3 auf Seite 212) des
virtuellen Servers ein.

WICHTIG: Tragen Sie keinen der folgenden Werte ein (siehe Hinweis in

Abschnitt 6.1.2, “Client Access Point (Virtueller Server)”, auf Seite 188):

- IP-Adresse des Clusters

- IP-Adresse einer der beiden Knoten zum Client-Netzwerk hin

- IP-Adresse einer der beiden Knoten fiir die interne Clusterverbindung
(Interconnect)

- Netzwerknamen einer der beiden Knoten

1. Benutzen Sie auf 64-Bit-Betriebssystemen
HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\. . . statt
HKEY_LOCAL_MACHINE\SOFTWARE\.. ..
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Setzen Sie den folgenden Schliissel’ in der Registrierungsdatenbank auf den
Wert 0x00000001:

HKEY_LOCAL_MACHINE\ SOFTWARE\ PP-COM\MRS\Mai1Apl\SupportEC
Wenn der Schlussel nicht existiert, erstellen Sie ihn (Typ REG_DWORD).
Die Mail-APL wertet die Embedded-Codes, die in der Druckausgabe des

PostScript-Codes sind, aus und ersetzt sie mit Leerzeichen in der auf dem
Papier gedruckten Ausgabe.

Setzen Sie den folgenden Schlssel’ in der Registrierungsdatenbank des
aktiven Knotens auf den Wert 0x00000001:

HKEY_LOCAL_MACHINE\ SOFTWARE\ PP-COM\MRS\Mai1Apl\SupportEC
Wenn der Schlussel nicht existiert, erstellen Sie ihn (Typ REG_DWORD).

9.4.4 Systemvariablen auf den Knoten setzen

Die Systemvariablen Path und zwei Systemvariablen fir Ghostscript missen auf
allen weiteren Knoten erweitert bzw. gesetzt werden, auf denen der XPR Server
im Cluster ausgefiihrt werden soll.

1.

2
3
4.
5

Klicken Sie auf Start > Settings > Control Panel.
Klicken Sie auf den Eintrag System.

Klicken Sie auf den Link Advanced system settings.
Klicken Sie auf die Schaltflache Environment Variables.
Erweitern der Systemvariablen Path

a) Klicken Sie doppelt auf den Eintrag der Variablen Path im Bereich
System variables.

WICHTIG: Achten Sie darauf, dass Sie die Variable Path im Bereich
System variables und nicht im Bereich User variables verandern.

b) Setzen Sie die Einfligemarke an das Ende des Feldes Variable value.
c) Fugen Sie ein Semikolon ein.

d) Geben Sie einen Wert analog zu folgenden Pfad ein:

r:\OpenScape\XPR\bin;r: \OpenScape\XPR\SDKTools.

. Benutzen Sie auf 64-Bit-Betriebssystemen

HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\ . . . statt
HKEY_LOCAL_MACHINE\SOFTWARE\. . ..
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e)

Dabei ist r: \OpenScape\XPR\ das Verzeichnis des XPR auf dem
Clusterlaufwerk (siehe Schritt 4 auf Seite 221).

Klicken Sie auf die Schaltflache OK.

6. Setzen der Systemvariablen fur Ghostscript:

b)

c)

d)

f)
g)

h)
i)

WICHTIG: Achten Sie darauf, dass Sie die folgenden Variablen im
Bereich System variables und nicht im Bereich User variables setzen.

Klicken Sie im Bereich System variables auf die Schaltflache New.
Geben Sie im Feld Variable name GS_LIB ein.

Geben Sie im Feld Variable value einen Wert analog zu folgendem Pfad
ein:

r:\OpenScape\XPR\res\convert\ghost-
script\lib;r:\OpenScape\XPR\res\convert\ghost-
script\font

Klicken Sie auf die Schaltflache OK.
Klicken Sie im Bereich System variables auf die Schaltflaiche New.
Geben Sie im Feld Variable name GS_DLL ein.

Geben Sie im Feld Variable value einen Wert analog zu folgendem Pfad
ein:

r:\OpenScape\XPR\res\convert\ghostscript\gsdl132.d1l1l

Klicken Sie auf die Schaltflache OK. Klicken Sie auf die Schaltflache OK.

SchlieRen Sie das Fenster System.

7. Fihren Sie die Schritte 1 bis 6 auf jedem Knoten aus.
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9.5 MRS Dienste modifizieren

Vor Durchfuihrung der Cluster-Integration missen alle XPR Dienste auf dem
Knoten, auf dem die XPR Installation durchgefihrt wurde, gestoppt werden.

WICHTIG: Die Applikation fir den XPR-Server darf an dieser Stelle noch nicht
zwischen den Knoten verschoben worden sein.

9.5.1 MRS-Dienste auf manuell setzen

1. Klicken Sie auf Start > Programs > Administrative Tools > Services.

Die Diensteverwaltung wird geoffnet.

Suchen Sie folgende Dienste

¢ XPR Administrator(mrs)

¢ XPR License Server(licsvc)

e stunnel

3. Klicken Sie mit der rechten Maustaste auf den Dienst XPR Administrator(mrs)
und wahlen Sie aus dem Kontextmenul den Menlpunkt Stop.

Setzen Sie den Dienst auf manuellen Start.

a) Klicken Sie mit der rechten Maustaste auf den Dienst und wahlen Sie aus
dem Kontextmeni den Menlpunkt Properties.

I [=] E3
Fle Action Vew Help
e |mEa HE >0
., Services (Local) Hame ~ | Description [ Status [ Startup Tupe [Logonas [ =
£, windows Errar Reporting Service Allows errors to be reporked w.,, Started Automatic Local Systemn
£k windows Event Callector This service manages persisten... Manwal Metwaork 5...
0k Windows Ewent Lag This service manages events a,.,  Started Aukomatic Local Service
Chwindows Firewal ‘windows Firewall helps protect...  Started  Automatic Local Service
& windows Installer adds, modfies, and removes a... Manual Local System
£ Windows Management Instrumentation Provides a commen interface a...  Started  Automatic Local System
£ windows Modules Installer Enables installation, modificatio...  Started Manual Local System
£h windows Remote Management (W3-Mana, .. Windows Remote Management..,  Started Automatic (Dela...  Metwork 5...
2k windows Time IMaintains date and time synchr.,,  Started Aukomatic Local Service
Chwindows Update Enatiles the detection, downlo,..  Started  Automatic (Dels...  Local System
“ELWINHTTP Web Proxy Auto-Discovery Service 'WinHTTP implements the client ... Manual Local Service
) Wired AutoConfig This service performs [EEE 802... Manual Local System
£} WMI Performance Adapter Provides petformance library in... Manual Local System
5k Warkstation Creates and maintains client ne...  Started Automatic Local Service
54 PR, Administratorimrs) Aukomatic witwebolt. .,
® nfiguration S " Manual w b
) . Start
“E} %PR Directary Serviq e Manual witwebolt. ..
£ %PR. Tnformation Sto e Manual witwebolt. ..
%R Inkernet Mail AR e Marual witwebolt. .
£} %PR License Server(] Pestart Started Aukomatic Local System
CLEPR Mail APLMallap Marwal witwebolt. .,
1L 4PR Message Route  All Tasks » Manual witwebolt. ..
Ch¥PR Mame Locatortn Marwal witwebolt. .,
CJy 4R Notifcation ap__ ReTes Manual witwebol:...
- [ ——
£, %PR. Status Dispatdt Manual witwebolt...
EhHPRTCRMIP Transpg Marual witwebolt. .
L EPR Web APL(Webd Help TManual witwebolt., . =
Extended )\ Standard
©pens the propetties dialog box For the current selection. |
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Der Dialog Properties wird gedffnet:
XPR Administrator{mrs) Properties {Local Computer) B3

General | Log DnI Hecoveryl Dependenciesl

Service name: mrs

Dizplay name: #PR Administrator(mrs)

Description: ‘ ;I

Path to executable:
r:4OpenScapetspribinitR S, exe

Startup type: Automatic: j

Automatic [Delayed Start]
Help me configure | Automatic

Disabled

Service status:

Start | Stop | Fauze | Fesume |

*Y'ou can specify the start parameters that apply when pou start the service
fram here.

Start parameters: I

ak. I Cancel | Apply |

b) Wahlen Sie im Feld Startup type die Option Manual aus.
c) Kilicken Sie auf die Schaltflache OK um den Dialog zu beenden

5. Wiederholen Sie die Schritte 4a bis 4c fiir die Dienste XPR License
Server(licsvc) und stunnel.

9.5.2 Anmeldekonto fiir XPR Dienste zuordnen

Uberpriifen Sie, ob die folgenden Bedingungen erfiillt sind:

1. Esist ein Anmeldekonto fiir die XPR-Dienste erstellt worden (siehe Abschnitt
4.3.2, “Anmeldekonto fiir XPR Dienste erstellen”, auf Seite 69).

2. Im Schritt 1 auf Seite 95 ist das Kontrollkastchen Assign an account to
Xpressions services aktiviert worden

3. Sie wollen auf dem Cluster keinen Microsoft Exchange Server installieren.

Wenn alle diese Bedingungen erfiillt sind, Gberprifen Sie in der Dienstever-
waltung, ob fiir alle XPR-Dienste in der Spalte Log On As der von lhnen
gewiinschte Benutzername angezeigt wird und Uberspringen Sie die weiteren
Anweisungen in diesem Abschnitt.

Wenn nur die Bedingungen 1 und 2 erfiillt sind, brauchen Sie die nachfolgenden
Anweisungen dieses Abschnittes nur fiir die Exchange-Dienste durchzufiihren.

Dabei mu} ein besonderes Benutzerkonto eingetragen werden (s. u. und siehe
Installations- und Administratordokumentation OpenScape Xpressions Microsoft
Exchange Gateway).
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Wenn die Bedingungen 1 und 2 nicht erfullt sind, sind die folgenden Anweisungen
dieses Abschnittes durchzufiihren.

Damit die notwendigen XPR Dienste im Clusterkontext laufen kénnen, missen
sie mit einem Benutzerkonto gestartet werden, das auf allen Knoten des Clusters
existiert und identische Berechtigungen verleiht. Dieses Konto muss vom lokalen
Netzwerkadministrator angelegt und mit den erforderlichen Rechten ausgestattet
werden.

Das Benutzerkonto, das fur die Ausfihrung der Dienste angelegt wird, muss
mindestens folgende Bedingungen erfillen:

e Der Benutzer muss ein Domanenbenutzer sein und zur gleichen Domane
gehdren, in der der XPR Server installiert wird.

¢ Alle Dienste und APLs, die unter diesem Benutzer laufen, miissen das Recht
Logon as Service erhalten.

* Der Benutzer muss auf allen Knoten verfugbar sein, auf denen der XPR
Server installiert wird.

WICHTIG: Falls Sie auch die Dienste XPR Exchange Connector for i386
(<XPR Servername>:<Exchange Servername>) oder XPR Exchange UM APL
im Cluster installieren, muss fiir diese Dienste statt des obigen Benutzerkontos
ein Benutzerkonto mit weiteren speziellen Rechten benutzt werden. Umfassende
Details zu den bendtigten Rechten liefert die Installations- und Administratordo-
kumentation OpenScape Xpressions Microsoft Exchange Gateway unter dem
Stichwort Dienstkonto. Bedenken Sie, das fiir die Installation der Exchange-
Anbindung mehr Rechte bendtigt werden, als flir den Betrieb.

1. Offnen Sie die Diensteverwaltung. Klicken Sie dazu auf Start > Programs >
Administrative Tools > Services.

2. Stellen Sie sicher, dass alle XPR Dienste deaktiviert (Offline) sind (vgl.
Abschnitt 9.5, “MRS Dienste modifizieren”, auf Seite 239).

3. Klicken Sie mit der rechten Maustaste auf den ersten verfligbaren XPR
Dienst, zum Beispiel XPR Administrator(mrs). Wahlen Sie im Kontextmeni
den Menupunkt Properties und anschlieRend die Registerkarte Log On.
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XPR Administrator{mrs) Properties {Local Computer) [ %]

Gereral LogOn | Hecoveryl Dependenciesl
Log on az

" Local System account
I | Bllow service o interact with desktop

% Thiz account: Iwitwebolte\Administrator Browse... |

Pazzward: Iooooooooooooooo

Confirm password: Iooooooooooooooo

Help me configure user account loq on options.

*f'ou can enable or dizable this service for the hardware profiles listed below:

Hardware Frafile | Service |
Undocked Profile Enabled
Troubleshooting using hardware profiles. Enable | Disable |

QK I Cancel | Apply |

4. Wahlen Sie die Option This account.

5. Klicken Sie auf die Schaltflache Browse..., um nach dem vom Netzwerkad-

ministrator vorgegebenen Benutzerkonto fir die XPR Dienste zu suchen.

Der Dialog Select User wird gedffnet.
T 2| x|

Select thiz object type:

IUser Object Types... |

FEram this location:

IEntire Diirectory Locations... |

Enter the object name to select [examples):

[ Lheck Hames I

Advanced... | [k | Cancel |

4

a) Wahlen Sie aus der Liste Object Types... den Objekttyp User.

b) Klicken Sie auf die Schaltflache Locations..., um entweder ein lokales
Benutzerkonto oder ein Benutzerkonto aus einer Doméane zu verwenden.

c) Wahlen Sie dazu im Fenster Locations den zutreffenden Rechner oder
die entsprechende Domane aus.

d) Kilicken Sie auf die Schaltflache OK, um wieder zum Dialog Select User
zurtckzukehren.

e) Klicken Sie auf die Schaltflache Check Names, um nach Benutzerkonten
zu suchen.

f) Geben Sie im Feld Enter the object name to select den Anfang des
Benutzernamens ein.
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g) Klicken Sie auf die Schaltflache Check Names.

In der unteren Liste werden die gefundenen Benutzerkonten angezeigt.

h) Wahlen Sie das vom Netzwerkadministrator vorgegeben Benutzerkonto
fur die XPR Dienste im Feld Enter the object name to select aus und
klicken Sie auf die Schaltflache OK.

WICHTIG: Wenn Sie diesen Schritt fir die Dienste XPR Exchange
Connector for i386 (<XPR Servername>:<Exchange Servername>)
oder XPR Exchange UM APL ausfiihren, achten Sie auf die oben
erwahnten besonderen Anforderungen an die Rechte dieses Kontos.

6. In der Registerkarte Log On wird der ausgewahlte Benutzer angezeigt.
Geben Sie in den Feldern Password und Confirm password das Passwort
fur dieses Benutzerkonto ein.

7. Klicken Sie auf OK, um die Einstellungen zu Gbernehmen.

8. Wiederholen Sie die Schritte 1 auf Seite 241 bis 7 auf Seite 243 fiir jeden
weiteren XPR Serverdienst.

Bi[=] 3
File Action Wiew Help
e 3 s NERENERN 7 N AR TN
£, Services (Local) MName = | Description | Status | Skartup Type | Log On As | ﬁ
S WMI Performance Adapter Provides p... Manual Local System
Ll waorkstation Creates an... Started Autamatic Lacal Service
L PR Administrator(mrs) Manual witwehaltel Administratar
&) ¥PR. Configuration Service(chgsyc) Manual witwwebolted Administrator
“Ll:¥PR. Directory Service(DirSvc) Marial witwebolte) Administrator
L ¥PR Information Storedinfostor) Manual witweholte Admiristrator
S ¥PR Inkernst Mail APL{SmtpApl) Manual witwwebolted Administrator
“CL¥PR License Serverflicsvc) Mariual witweholre) Administrator
L PR Mail APL(Mailapl) Manual witwehaltel Administratar
&) ¥PR Message Router(mta) Manual witwwebolted Administrator
“LL¥PR Name Locator{nameloc) Marial witwebolte) Administrator
“EL¥PR Motification APL{MNotApl) Manual witweboltel Administrator
") ¥PR. Status Dispatcher{xmrsyc) Manual witwwebolted Administrator
L PR TCPJIP Transport Layer(TcpApl) Marial witwebolte) Administrator J
“EL%PR Webh APL{Wehapl) Marual witweholre) Administrator -
Extended , Standard

9.5.3 MRS Dienst-Abhangigkeiten entfernen

Die durch die XPR Installation erzeugten Abhangigkeiten zwischen den XPR
Diensten mussen durch die folgenden Schritte geléscht werden:

1. Offnen Sie die Diensteverwaltung unter Start > Programs > Administrative
Tools > Services.

a) Klicken Sie mit der rechten Maustaste auf einen XPR Dienst und wahlen
Sie Properties aus.

b) Klicken Sie auf die Registerkarte Dependencies.
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244

Im ersten Feld werden die Dienste gezeigt, von denen der ausgewahlte
Dienst abhangig ist.

XPR License Server{licsyc) Properties {Local Computer) [ %]

| Generall Log DnI Recovery Dependencies |

Some services depend on other services, system drivers or load order
groups. |f & system component is stopped, or is nat running properly,
dependent services can be affected.

#PR Licenze Server(licsve]

This servi

ing system components:

The following system components depend on this senvice;

------ <Mo Dependencies:

QK I Cancel | Apply

2. Klicken Sie auf die Schaltflache Cancel.

3. Offnen Sie eine Eingabeaufforderung und geben Sie den Befehl nach
folgendem Muster ein:

sc config <Dienstname> depend= /

WICHTIG: Beachten Sie, dass dem Gleichheitszeichen ein Leerzeichen
folgen muss.

Beispiel:
sc config licsvc depend= /
Beispielausgabe flr eine erfolgreiche Durchfihrung:

C:\Users\administrator .WITWEBOLTE>sc config licsvc depend= /
[SC] ChangeServiceConfig SUCCESS
C:\Users\administrator .WITWEBOLTE>

WICHTIG: Achten Sie darauf, dass kein Befehl nach dem folgenden Muster
eingegeben wird.

sc config <Dienstname> depend= \

Dieser falsche Befehl hatte zur Folge, dass die zu diesem Dienst zu erstel-

lende Ressource nicht online gebracht werden kénnte (siehe Schritt 21 auf

Seite 267).

Auch bei diesem falschen Befehl wird die beschriebene Meldung der erfolg-
reichen Ausfihrung ausgegeben.
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4. Sie koénnen die Abhangigkeiten dieses Dienstes durch Wiederholung von
Schritt 1 auf Seite 243 kontrollieren. Unter der Registerkarte Dependencies
werden keine Dienste angezeigt.

5. Fihren Sie Schritt 3 fur alle XPR Dienste durch, die in der Diensteverwaltung
angezeigt werden. Die Reihenfolge der Ausfuhrung ist unwichtig. Sie finden
die Namen dieser Dienste in der Spalte Dienstname in Tabelle 12 auf Seite
253.

6. Schlielen Sie die Eingabeaufforderung.
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9.6 Lokale Freigaben als Ressource einrichten

246

9.6.1 Rechte der Freigaben des XPR Servers im
Cluster setzen

Wahrend der Installation wurden flir den XPR-Server mehrere Freigaben einge-
richtet. Diese Rechte der Freigabe MrsBackup$ wird in den folgenden Schritten
gesetzt. Wiederholen Sie diese Schritte fiir jede weitere XPR-Freigabe laut

folgender Tabelle:

XPR- Freigabename |Pfad Benutzer- Rechte

Verzeichnis gruppe

Backup MrsBackup$ [LW:]\Pfad\Backup Local Full Control
Administrators

Client MrsCint [LW:]\Pfad\Client Everyone Read

Folders MrsFolders$ [LW:\Pfad\Folders Local Full Control
Administrators

Monitor MrsMonitor [LW:]\Pfad\monitor Local Read
Administrators

NCO MrsNCOConfig$ | [LW:]\Pfad\NCO Local Full Control
Administrators

Userdata MrsUserdata$ [LW:]\Pfad\Userdata Local Full Control
Administrators

Tabelle 11 Setzen der Rechte der Freigaberessourcen des XPR Servers auf

Windows Server 2008/2012

1. Offnen Sie Start > Programs > Administrative Tools > Failover Cluster
Management.

2. Klicken Sie mit der rechten Maustaste im Bereich Shared Folders auf den
Eintrag MrsBackup$.
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3. Wahlen Sie Properties... aus.

Sharing | Permissions I

IMrsB ackupd

Share path: I\\UMKemeISrv\MrsB ackup$
Path: Ir:\DpenScape\xpr\B ackup
Description: IMHS ‘Backup' Directory

i Advanced settings

Lser limit;

IMaximum Sllowed

Access-bazed enumeration;
|Disabled

Offline settings:

ISeIected files and programs available offline

To change these settings, click Advanced. Aduahoed s |

ak. I Cancel | Apply |

4. Klicken Sie auf die Registerkarte Permissions....

' Sharing  Permissions |

Share permizzions provide a level of access control for a shared folder.
MTFS permizzions control local access to files and folders. For network,
access to a shared folder. the more restrictive of the share and NTFS
permizzions determing the level of access granted to users or groups.

To zet share permizzions for users who access this folder over the
netwark, click Share Permissions.

Share Permissions... |

To zet MTFS permissions for ugers who access this folder locally, click
MNTFS Permissions.

MTFS Permissions... |

For more information about sharing and permizzions, see Help.

QK I Cancel | Lpply |

5. Kilicken Sie auf die Schaltflache Share Permissions....
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6. Der Dialog Permissions for <Name der Freigabe> wird gedffnet.

n Permissions for MrsBackupg E

Share Permissions |

G[DUD Or User names:

Add... | Remove |
Permizzions for Everyone Allow Deny
Full Control O O
Change O O
Fead O

Leam about sccess control and permissions

QK I Cancel | Apply |

a) Wahlen Sie eventuell bereits vorhandenen Benutzer- oder Gruppen-
namen in der Liste Group or user names aus.

b) Klicken Sie auf die Schaltflache Remove, um die bereits vorhandenen
Benutzernamen zu léschen.

c) Kilicken Sie auf die Schaltflache Add, um einen neuen oder bestehenden
Benutzer der Liste hinzuzufligen. Der Benutzer fir die Freigaben wird
vom Netzwerkadministrator des Netzwerkes festgelegt.

d) Richten Sie den Benutzer als Mitglied der Gruppe ein, die Tabelle 11 auf
Seite 246 angibt.

e) Weisen Sie dem Benutzer die Rechte laut Tabelle 11 auf Seite 246 zu.
Klicken Sie auf die Schaltflache OK.

Klicken Sie auf die Schaltflache OK, um zum Failover Cluster Management
zurlickzukehren.

Wiederholen Sie die Schritte 2 auf Seite 246 bis 8 auf Seite 248 fir jede
weitere Freigabe laut Tabelle 11 auf Seite 246.
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9.6.2 Ressource File Server Res einrichten

Im mittleren Bereich des Failover Cluster Managements wird die durch die XPR
Installation erzeugte Ressource namens FileServer-(UMKernelServer)(Cluster
Disk 2) vom Typ File Server gezeigt. Diese Ressource reprasentiert die
Gesamtheit aller erzeugten Freigaben, die im Failover Cluster Management
weiter unten unter Shared Folders im Detail angezeigt werden. Diese Ressource
muss durch die folgenden Schritte eingerichtet werden.

1. Klicken Sie mit der rechten Maustaste auf die Resource FileServer-
(UMKernelServer)(Cluster Disk 2) und wahlen Sie Properties aus.

FileServer-{UMKernelServer){Cluster Disk 2) Properties [ %]

General | Dependenciesl Policiesl Advanced Policiesl

E‘ Fesource Mame: IFiIeServer-[UMKemeIServer][EIuster n}
Fesource type: File Server
State: Orline

QK I Cancel | Apply |

2. Andern Sie den Namen entsprechend Ihren Bedirfnissen, zum Beispiel File
Server Res.
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General Dependencies | Policiesl Advanced Policiesl

Specify the rezources that must be brought online before this resource can

be brought online:

3. Klicken Sie auf die Registerkarte Dependencies.
FileServer-{UMKernelServer){Cluster Disk 2) Properties [ %]

AND/OR | Resource

Mame: UMEemelServer

AND Cluster Digk 2

¥ |Click here to add a dependency

Inzert Delete

Mame: UbEemelServer ANMD Cluster Disk 2

How resource dependencies work

QK I Cancel | Apply |

| Generall Dependencies  Policies |Advanced Policiesl

Uberpriifen Sie, dass diese Ressource von der Ressource vom Typ Network
Name und von der Cluster Disk 2 abhangig ist.

Klicken Sie auf die Registerkarte Policies.

FileServer-{UMKernelServer){Cluster Disk 2) Properties [ %]

— Responze to rezource failure

 If resource fails, do not restart

% If resource fails, atternpt restart on current node

FPeriod for restarts [mm:ss): I‘I 500 3:
b aximum restartz in the specified period: I 1 3:

= If restart is unsuccessiul, fail over all resources in this service or
application

~ If all the restart attempts fail, begin restarting
again after the specified period [hh:mm]: I?
01:00 ==

More about restart policies

— Pending timeout
Specify the length of time the resource can take to change states

between Online and Offine before the Cluster service puts the
rezource in the Failed state.

Fending timeout [mm;:ss]): IDS:DD 3:

QK I Cancel | Apply |

7. Klicken Sie auf die Schaltflache OK.

6. Nehmen Sie Einstellungen entsprechend der Beschreibung im Abschnitt
6.1.9, “Failover und Failback”, auf Seite 193 vor.
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9.7 XPR Dienste als Ressourcen einrichten

9.7.1 Ubersicht

Alle XPR Dienste, die wahrend der Installation des XPR Servers im Cluster als
Dienste eingerichtet wurden (siehe Kapitel 4, “Installation des XPR auf einem
Clustersystem”), wurden als lokale Dienste auf dem ersten Knoten eingerichtet.

Welche XPR Dienste als lokale Dienste auf dem ersten Knoten eingerichtet
wurden, haben Sie durch die Auswahl der zu installierenden Features in
Abschnitt4.4.1, “Features auswahlen”, auf Seite 87 bestimmt (siehe auch Tabelle
4 auf Seite 88). Alle anderen bendtigten XPR Dienste missen auf einem Satel-
liten installiert werden (siehe Abschnitt 9.10, “Satellitenumgebung mit geclus-
tertem Kernelcomputer”, auf Seite 289).

Damit die Dienste, die als lokale Dienste auf dem ersten Knoten installiert worden
sind, als Dienste im Cluster laufen kdnnen und damit bei einem Failover automa-
tisch auf den zweiten Knoten Ubertragen werden, missen sie als Ressourcen
eingerichtet werden. XPR Dienste, die auf einem Satelliten laufen sollen, werden
nicht als Ressourcen eingerichtet.

Alle XPR Dienste der nachfolgenden Tabelle 12 auf Seite 253 kénnen grund-
satzlich im Cluster installiert werden. Die Spalte Installation im Cluster zeigt an,
ob ein XPR Dienst im Cluster installiert werden muss (Wert: Obligatorisch) oder
ob erim Cluster installiert werden kann (Wert: Optional). Nur fir XPR Dienste, die
in dieser Tabelle gelistet sind, durften wahrend der Installation die in Tabelle 4 auf
Seite 88 gelisteten entsprechenden Features ausgewahlt werden.

Die in Abschnitt 9.7.2, “Vorgehensweise”, auf Seite 258 aufgelisteten Handlungs-
anweisungen in Schritt 1 auf Seite 258 bis Schritt 21 auf Seite 267 beschreiben
exemplarisch die Einrichung des Lizenzservices (licsvc) als Ressource. Der
gleiche Vorgang muss anschliefend aufer fir XPR Information Store flr jeden
weiteren obligatorischen Dienst mit den entsprechenden Werten laut Tabelle 12
auf Seite 253 in der angegebenen Reihenfolge durchgefuhrt werden (siehe
Schritt 22 auf Seite 268). Der analoge Vorgang fiir XPR Information Store ist im
Abschnitt 9.7.3, “Ressource XPR Information Store Res erstellen”, auf Seite 270
beschrieben.

Nach der Einrichtung der obligatorischen XPR Dienste als Ressourcen mussen
die optionalen XPR Dienste als Ressourcen eingerichtet werden (siehe Schritt 23
auf Seite 268), sofern sie auf lnrem XPR Server installiert worden sind. Die

Reihenfolge der Einrichtung der optionalen XPR Dienste als Ressourcen unter-

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 251



Clusterintegration
XPR Dienste als Ressourcen einrichten

einander spielt keine Rolle, weswegen sie in der Tabelle alle dieselbe Reihenfol-
genummer haben. Benutzen Sie die Diensteverwaltung, um festzustellen, welche
dieser XPR Dienste auf ihrem XPR Server vorhanden sind.

WICHTIG: Die Spalte Verfiigbarkeit in Tabelle 12 auf Seite 253 gibt an, ob ein
Dienst in einem Cluster generell, also uneingeschrankt verfigbar ist (GA, general
availability), oder ob er nur eingeschrankt verfugbar ist (LA, limited availability).

Eingeschrankte Verflgbarkeit heisst, dass dieser XPR Dienst von Third-Party-
Software abhangig ist oder diese beinhaltet und der Hersteller dieser Third-Party-
Software diese Software nicht fiir Windows-Cluster freigegeben hat. Es wurde
jedoch uberpruft, dass die entsprechende XPR Komponente auf einem Windows-
Cluster laufen kann. Wenn eine Anderung oder ein Bug in der Third-Party-
Software zu einer Inkompabilitdt des XPR in einem Windows-Cluster fihren wird,
wird Unify Software and Solutions GmbH & Co.KG versuchen, einen Workaround zur Verfugur
stellen. Wenn ein solcher Workaround innerhalb 6konomisch vertretbarer
Grenzen nicht zur Verfiigung gestellt werden kann, kann es eine endgliltige
Lésung dieses Problems sein, die Clusterinstallation des XPR in einer Art und
Weise erneut durchzufiihren, dass diese Komponente auf einen (nicht geclus-
terten) Satelliten verschoben wird.
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Reihen- Dienstbezeichnung Dienst- Instal- Verfiig- Abhangig- Im Registry Repli- Feature-
folge in der Dienstever- name lation barkeit’ keiten cation Dialog einzu- auswahl
waltung im tragende HKLM- wéhrend
Cluster Registrierungsdaten- der XPR-
bankschliissel Installation
1 XPR License licsve Obliga- GA File Server Res Benutzen Sie auf 64-
Service(licsvc) torisch (siehe Bit-Betriebssystemen

Abschnitt9.6.2, HKEY_ LOCAL_MACHIN
“RessourceFile E\SOFTWARE\Wow643
Server Res 2Node\. .. statt
einrichten”, auf HKEY_LOCAL_MACHIN
Seite 249) E\SOFTWAREN\. . ..
¢ SOFTWARE\PP-
COM
* SOFTWARE\SIEMEN
S
e SYSTEM\CurrentCont
rolSet\Services\licsv
c
Wenn Sie Systemver-
netzung (ISC) im
Cluster benutzen,
mussen auch die
folgenden Schlissel
eingetragen werden:
¢ HKLM\SOFTWARE\W
ow6432Node\classe
s\CLSID\{C49A8D4
0-9047-49¢4-88DD-
637833875D7D}
¢ HKLM\SOFTWARE\W
ow6432Node\classe
s\CLSID\{93219EF7
-2D4C-4d65-9A4A-

8D1ACOF6790A}

2 XPR Name nameloc Obliga- GA licsve SYSTEM\CurrentContr

Locator(nameloc) torisch olSet\Services\namelo
c

3 XPR Configuration cfgsvc Obliga- GA nameloc SYSTEM\CurrentContr
Service(cfgsvc) torisch olSet\Services\cfgsvc

4 XPR Status Xmrsvc Obliga- GA cfgsve SYSTEM\CurrentContr
Dispatcher(xmrsvc) torisch olSet\Services\xmrsvc

Tabelle 12 Als Ressourcen zu installierende Dienste auf Windows Server 2008/2012
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Reihen- Dienstbezeichnung Dienst- Instal- Verfig- Abhéangig- Im Registry Repli- Feature-
folge in der Dienstever- name lation barkeit’ keiten cation Dialog einzu-  auswahl
waltung im tragende HKLM- wéahrend
Cluster Registrierungsdaten- der XPR-
bankschliissel Installation
5 XPR Information infostor Obliga- GA Xmrsvce
Store(infostor) torisch
Network
WICHTIG: Der XPR Name
Information Store
wird nicht wie die Laufwerk, auf
anderen Dienste als dem sich die
Ressource einge- _
richtet! Fihren Sie Il:r;fct)s.tor
nicht die Anwei- a _elen
sungen in Abschnitt befinden
9.7.2, “Vorgehens-
weise”, auf Seite 258
durch, sondern
folgen Sie den Anwei-
sungen in Abschnitt
9.7.3, “Ressource
XPR Information
Store Res erstellen”,
auf Seite 270!
6 XPR Message mta Obliga- GA infostor SYSTEM\CurrentContr
Router(mta) torisch olSet\Services\mta
7 XPR Admini- mrs Obliga- GA mta SYSTEM\CurrentContr
strator(mrs) torisch olSet\Services\mrs
8 XPR TCP/IP tcpapl Obliga- GA mrs SYSTEM\CurrentContr TCP/IP-
Transport torisch olSet\Services\TcpApl  Unter-
Layer(tcpApl) stlitzung
9 stunnel stunnel Obliga- GA tcpapl SYSTEM\CurrentContr Siehe
torisch olSet\Services\stunnel  Schritt 6 auf
Seite 112
10 XPR Directory DirSvc Obliga- GA mrs SYSTEM\CurrentContr
Service(DirSvc) torisch olSet\Services\DirSvc
1" XPR Internet Mail SmtpApl Optional GA mrs SYSTEM\CurrentContr Internet-E-
APL(SmtpApl) olSet\Services\SmtpAp Mail-Server
|
11 XPR Vm2Txt Vm2TxtApl Optional LA Netzwerk mit ~ SYSTEM\CurrentContr “Speech to
APL(VmM2TxtApl) Internetzugang olSet\Services\Vm2Txt Text”
Ap
11 XPR Web WebApl Optional GA mrs SYSTEM\CurrentContr Webserver
APL(WebApl) olSet\Services\WebApl
11 XPR Mail MailApl Optional GA mrs SYSTEM\CurrentContr
APL(MailApl) olSet\Services\MailApl
11 XPR Lear APL(Lear) Lear Optional GA mrs SYSTEM\CurrentContr ’Lear’-
olSet\Services\Lear Testmodul
Tabelle 12 Als Ressourcen zu installierende Dienste auf Windows Server 2008/2012
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Reihen- Dienstbezeichnung Dienst- Instal- Verfiig- Abhangig- Im Registry Repli- Feature-
folge in der Dienstever- name lation barkeit! cation Dialog einzu-  auswahl
waltung im tragende HKLM- wahrend
Cluster Registrierungsdaten- der XPR-
bankschliissel Installation
1 XPR Notification NotApl Optional GA mrs SYSTEM\CurrentContr Notification-
APL(NotApl) olSet\Services\NotApl  Modul
11 XPR Lpr APL(LprApl) LprApl Optional GA mrs SYSTEM\CurrentContr Print Output
olSet\Services\LprApl  Manageme
nt
1 XPR Csta CstaApl Optional GA mrs SYSTEM\CurrentContr CSTA-
Apl(CstaApl) olSet\Services\CstaApl Protokoll
11 XPR Cti APL(CtiApl) CtiApl Optional GA mrs SYSTEM\CurrentContr CTI
Hinweis: Mit CSTA- olSet\Services\CtiApl ~ Computer-
Anbindung Telefonie-
Integration
1" XPR ip APL(ipApl) ipApl Optional GA mrs SYSTEM\CurrentContr IP-Telefonie
Hinweis: Ohne TTS olSet\Services\ipApl
und ohne ASR
1 XPR Ldap LdapApl Optional GA mrs SYSTEM\CurrentContr LDAP-
APL(LdapApl) olSet\Services\LdapApl Verzeich-
nissynchro-
nisation
11 XPR Presence PresenceApl Optional GA mrs SYSTEM\CurrentContr Presence
APL(PresenceApl) olSet\Services\Presenc APL
eApl
11 XPR Xml XmiApl Optional GA mrs SYSTEM\CurrentContr Web
APL(XmIApl) olSet\Services\XmlApl  Service
Provider
1" XPR VM APL(VMApI) VMAplI Optional GA mrs SYSTEM\CurrentContr Virtual
olSet\Services\VMApl  Machine
(VM)
1 XPR Printer PrintApl Optional GA mrs SYSTEM\CurrentContr Druckmodul
APL(PrintApl) olSet\Services\PrintApl
11 XPR Cti APL(CtiApl) CtiApl Optional LA mrs SYSTEM\CurrentContr CTI
Hinweis: Mit TAPI- olSet\Services\CtiApl ~ Computer-
Anbindung Telefonie-
Integration
1" XPR Isdn IsdnApl Optional LA mrs SYSTEM\CurrentContr ISDN-
APL(IsdnApl) olSet\Services\lsdnApl Hardware
Hinweis: Ohne TTS
und ohne ASR
1 XPR SMS Large SmsIPApI Optional LA mrs SYSTEM\CurrentContr Short
Account olSet\Services\SmsIPA Message
APL(SmsIPApl) pl Service
1 XPR Serial V24Apl Optional LA mrs SYSTEM\CurrentContr V.24-Unter-
APL(V24Apl) olSet\Services\V24Apl stiitzung
Tabelle 12 Als Ressourcen zu installierende Dienste auf Windows Server 2008/2012
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Reihen- Dienstbezeichnung Dienst- Instal- Verfig- Abhéangig- Im Registry Repli- Feature-
folge in der Dienstever- name lation barkeit’ keiten cation Dialog einzu-  auswahl
waltung im tragende HKLM- wéahrend
Cluster Registrierungsdaten- der XPR-

bankschliissel Installation

11 XPR Filelnterface FiApl Optional LA mrs SYSTEM\CurrentContr Dateischnitt
APL(FiApl) olSet\Services\FiApl stelle

11 XPR Exchange <XPR Optional LA mrs SYSTEM\CurrentContr MS
Connector for i386 Servername> olSet\Services\ExchApl Exchange
(<XPR Servername>: :<Exchange 2003
<Exchange 2003 2003 Connector
Servername>) Servername>

11 XPR Exchange <XPR Optional LA mrs SYSTEM\CurrentContr MS
Connector for i386 Servername> olSet\Services\ExchApl Exchange
(<XPR Servername>: :<Exchange 2007
<Exchange 2007 2007 Connector
Servername>) Servername>

1" XPR Exchange UM ExUmApl Optional LA mrs SYSTEM\CurrentContr MS
APL olSet\Services\ExXUmA Exchange

pl TUM
Connector

1" XPR Lotus Notes LNApI Optional LA mrs SYSTEM\CurrentContr Lotus Notes
APL(LNApI) olSet\Services\LnApl Gateway

11 XPR Lotus Notes UM LnUmApl Optional LA mrs SYSTEM\CurrentContr Lotus Notes
APL(LnUmApI) olSet\Services\LnUmA TUM

pl

1" XPR SAP R/3 SapR3Apl Optional LA mrs SYSTEM\CurrentContr SAPconnec

APL(SapR3Apl) olSet\Services\SapR3A t
pl
WICHTIG: Die Installation dieser APL auf einem Windows Cluster ist nur projektspezifisch freigegeben.

1" XPR SAPphone SapPhoneAp Optional LA mrs SYSTEM\CurrentContr SAPphone(
APL(SAPphoneApl) | olSet\Services\SAPpho CTI)

neApl
WICHTIG: Die Installation dieser APL auf einem Windows Cluster ist nur projektspezifisch freigegeben.

1" XPR Reporting RepApl Optional LA mrs SYSTEM\CurrentContr Report-
APL(RepApl) olSet\Services\RepApl modul
WICHTIG: Bei Installation der Report APL auf einem Cluster muss der XPR an einen Microsoft SQL Server
angebunden sein, der sich auf einem Rechner auRerhalb des Clusters befindet. Beachten Sie die Hinweise in
Abschnitt A.1, “Verwendung eines Microsoft SQL Servers”, auf Seite 293

11 XPR Schedule RepSchedule Optional LA mrs SYSTEM\CurrentContr Scheduler
APL(RepScheduleAp Apl olSet\Services\RepSch fir Report-
) eduleApl modul
WICHTIG: Bei Installation der Report Schedule APL auf einem Cluster muss der XPR an einen Microsoft SQL
Server angebunden sein, der sich auf einem Rechner auRerhalb des Clusters befindet. Beachten Sie die Hinweise
in Abschnitt A.1, “Verwendung eines Microsoft SQL Servers”, auf Seite 293

Tabelle 12 Als Ressourcen zu installierende Dienste auf Windows Server 2008/2012

1 GA: Generelle Verfugbarkeit (General availability), LA: Eingeschrankte Verfugbarkeit (Limited availability)
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Die folgenden XPR Dienste kénnen nicht auf einem Windows-Cluster installiert
werden:

Dienstbezeichnung in der Diensteverwaltung Dienstname Featureauswahl wahrend der Installation

XPR Connection APL(conapl) conapl Connection APL
Wichtig: Beachten Sie den Hinweis unter der Tabelle!

Hinweis: Inklusive Web-Conferencing, Voice-Confe-

rencing und OpenScape Web Client

XPR Isdn APL(IsdnApl) IsdnApl ISDN-Hardware

Hinweis: Mit TTS und/oder ASR

XPR ip APL(ipApl) ipApl IP-Telefonie

Hinweis: Mit TTS und/oder ASR

XPR Db APL(DbApI) DbApl Datenbank-Anbindungsmodul

XPR SAP Business Routing APL(SapRouteApl) SapRouteApl SAPconnect: Routing

XPR HiPath Management APL(HpmApl) HpmApl Teilnehmeradministration mit HPM-UM
XPR ABC APL(AbcApl) AbcApl Alcatel 4400 ABCA-Protokoll

XPR Wall Display APL(WallApl) WallApl Wandanzeigemodul

Tabelle 13 Nicht auf einem Cluster auf Windows Server 2008/2012 installierbare XPR Dienste

WICHTIG: Wenn Sie einen XPR haben, der auf einem Windows-Cluster instal-
liert werden soll, haben Sie 3 Mdglichkeiten, eine APL zu installieren:

- Auf dem Cluster

- Lokal auf einem oder auf beiden Clusterknoten

- Auf einem Satellitenrechner

Diese 3 Mdglichkeiten treffen nicht fur die Connection APL nicht zu. Um eine
Connection APL zu installieren, missen Sie eine projektspezifische Freigabe
erhalten.

Wenn eine projektspezifische Freigabe fir die Installation der Connection APL
auf einem Satellitenrechner erteilt worden ist, missen die folgenden Bedin-
gungen erflllt werden:

- Wenn UCC, der Webkonferenz-Server, PostgreSQL oder der OpenScape Web
Client installiert werden sollen, miissen sie auf demselben Satellitenrechner wie
die Connection APL installiert werden. Sie diirfen nicht auf einem anderen
Rechner installiert werden.

- Es ist nicht erlaubt, weitere Connection APLs auf weiteren Satellitenrechnern zu
installieren.

Wenn Sie die Connection APL auf einem Satellitenrechnern installiert haben,
kénnen Sie die UC-Option des Leistungsmerkmals Smart Backup & Restore
nicht verwenden.
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9.7.2 Vorgehensweise

Um einen XPR Dienst als Ressource einzurichten, gehen Sie wie folgt vor:

WICHTIG: Uberpriifen Sie, dass in der Diensteverwaltung der entsprechende
Benutzername in der Spalte Logon As steht, alle relevanten XPR Dienste
gestoppt sind und der Startup Type auf Manual gesetzt wurde.

Erstellung der Ressource

1.

258

Es ist empfehlenswert, den zweiten Knoten durch die folgenden Unterschritte
auf Pause zu setzen, um ein eventuelles Failover zu verhindern.

a) Offnen Sie das Failover Cluster Management unter Start > Programs >
Administrative Tools > Failover Cluster Management.

b) Klicken Sie im linken Bereich mit der rechten Maustaste auf Nodes >
<Name des zweiten Knotens>.

B Failover Cluster Management

File  Action Wiew Help

e | 2D HiE
?;'_1—-% F_ailover Cluster Management
(1 &5 vmel2008. witwebalte. local
= __f_: Services and Applications
5 UMkernel

Zm Summary of v

[l 5 Modes vmclkn2 has 0 applic
f] wrnclknl
EI Status: Up
a ik

) (55 Metwy Fesume

s j—‘ﬂ . Show the critical events For this cluster node
Cluste

More Actions... 3
Wigw 3
Refresh

Help

c) Wahlen Sie die Option Pause aus.
Stellen Sie sicher, dass die Applikation fir den XPR Server online ist.

Klicken Sie im Failover Cluster Management mit der rechten Maustaste auf
den Ordner der Applikation fiir den XPR Server.
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4. Wahlen Sie im Kontextmeni Add a resource > 4 - Generic Service aus

Der Dialog New Resource Wizard wird geoffnet.

Select Service

Select the zervice pou want to uze from the list:

Confirmation

Configure Generic Name | Deescription |i|

Service Application Experience Processes application compatibility cache reque. .. —

SR Application Layer Gateway Service Provides support for 3rd party protocol plug-ing f...
Application Information Facilitates the running of interactive applications ..
Application kanagement Frocesses installation, removal, and enumeration...
Wwindows Audio Endpoint Builder Manages audio devices for the Windows Audio ...
Wwindows Audio Manages audio for Windows-based programs. 1.
Baze Filkering Engine The Baze Filtering Engine [BFE] iz a service that...
Background Inteligent Transfer Service Transfers files in the backaround using idle netw...
Computer Browser Maintainz an updated list of computers on the ne...
Certific:ate Propagation Propagates certificates from smart cards. LI

Tewt > I Cancel

5. Wahlen Sie den Eintrag XPR License Server(licsvc) aus.

Select Service

Select the zervice pou want to uze from the list:

Confirmation
Configure Generic Name | Description [«]
Service Wwindows Update Enables the detection, download, and installatio...
Summary ‘windows Driver Foundation - User-mode Driver F... Manages user-mode driver host processes

InstallDriver Table Manager Provides support for the Running Object Table f..

PR Lic llicsve)
Femote Packet Capture Protocol v.0 [experimental]  Allows to capture traffic on this machine from ar...
#PR Mame Locatornameloc)

#PR Configuration Service[cfgsve]

#PR Statuz Dispatcher(zmrsve)

#PR Information Stare(infostor]

#PR Message Routermta

KT /T

Mest » I Cancel
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6. Klicken Sie auf die Schaltflache Next.

{ENew Resource Wizard B3

Confirmation

Select Service

*f'ou are ready to make a Generic Service.

Configure Generic
Service

Summary

To continue, click Next.

Service:
Parameters:

¥PR License Serverilicsve) (licsve)
ri‘OpenScape’xpribinslicsve.exe

Cancel

< Previous | Mest » I

7. Klicken Sie auf die Schaltflache Next.

{ENew Resource Wizard B3

°F Summary

Select Service

Confirmaticir

Eonfigure Generic

The new resource as was successfully created and configured.

Service

Summary Service: ®PR License Server(licsvc) {licsvc)
Resource: Generic Service
Parameters: ri‘OpenScape’xpribinslicsve.exe

To view the report created by the wizard, click View Report.
To close this wizard, click Finish.

Wiew Report... |
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8. Kilicken Sie auf die Schaltflache Finish.

Die Ressource fiir den Dienst ist jetzt erstellt. Sie erscheint als neuer Eintrag
unter der Rubrik Other Resources im Failover Cluster Management. Da die

neue Ressource offline ist, ist der Status der Applikation von online auf
teilweise online gewechselt.

= Failover Cluster Management.

L
File  Action  Wiew I
eszEHE

5 Falover Chuster Management

UMKernel Recent Cluster Events: Actions
1 & vmckn2ks. witwebolte.local e -t S . i sl o it A- . UMKernel 5
& [ Services and pplications | — Summary of UMKernel
[ umicernel 2 {7 Bring this service or applicatio...
L S &
5 5 Hodes rt % Take this servics or sppiicatin.
2 e Status: Partial Online =
5 vinclknz Show the critical events for thi...
1 storage Alerts: <none>
=)
1 153 Hetworks Prefeed Owners: vmokn: vmclkn2

BB Move this service or applicatio..
i Cluster Network 1

Current Owner: vmclknl
Cluster Events

Sa} Manage shares and storage

] Add 2 shared folder
e [ stotus &5 Add storage
Server Name o
] adda resource v
9% Name: UbKermelServer (@) Orine T3 shom Desendency Report
1P Address: 172.26.209.34 (®) Oriine 8 Shaw Dependency epar
Wiews 13
File Server
- K oeete
¥ File Server Res (@) Oriline
£ =5 Rename
Disk Drives & Refresh
¥ €8 Cluster Disk 2 (@) Driline [E] Properties
Other Resources Help
{5 XPR License Serverficsve) (®) Otfine

Shared Folders:
Shate Name: [ Folder Path [ Type

| # Client Connestions | Description
4 MrsBackup$ v\OpenSeapetuprBackup Windows 0 MRS Backup! Diectary
L MrsChnt \OpenScapetspriClient  Windows 0 MRS 'Client' Directory
1§ MrsFolders$ \OpenScapehpFolders Windows 0 MRS ‘Folders' Directory
4 MrsMonitar \OpenScapehptMontor Windows 0 MRS ‘Monitor' Directary
4 MrsNCOConfigh — r\OpenScapelaptNCD  Windows 0 MRS NCO Configuation’ Directc
4 Mrslserdata$  r\OpenScapeteprilserdat Windows 0 MRS Userdats’ Directory
Y R Windaws 0 Diefalt share
Rl |

Die neue Ressource muss jetzt noch konfiguriert werden.
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Konfiguration der Ressource

9.

10.

262

Klicken Sie mit der rechten Maustaste auf diesen Eintrag und wahlen Sie
Properties aus.

Klicken Sie auf die Registerkarte Dependencies.

XPR License Server{lics¥c) Properties [ %]

Advanced Policies | Fiegistry Feplication I
General Dependencies Fuolicies

Specify the rezources that must be brought online before this resource can
be brought online:

AND/OR | Resource

¥ |Click here to add a dependency

Inzert Delete

Mo dependencies.

How resource dependencies work

QK I Cancel | Apply |

a) Klicken Sie auf die Schaltflache Insert.

XPR License Server{lics¥c) Properties [ %]

Advanced Policies | Fiegistry Feplication I
General Dependencies | Fuolicies

Specify the rezources that must be brought online before this resource can

be brought online:

AND/OR | Resource
I -

»
¥ |Click here to add a dependency

Inzert Delete

How resource dependencies work

QK I Cancel | Apply |

b) Klicken Sie auf das Dreieck rechts des neu erstellten Feldes.
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XPR License Server{lics¥c) Properties [ %]

Advanced Policies | Fiegistry Feplication I
General Dependencies Fuolicies

Specify the rezources that must be brought online before this resource can
be brought online:

AND/OR | Resource

[

»
* |Click here b Cluster Disk 2
| o[- e A File Server Res

IP &ddress: 172.26.209.34
Mame: UbEemelServer

Inzert Delete

How resource dependencies work

QK I Cancel | Apply |

c) Wahlen Sie diejenigen Ressourcen aus, die fir die zu konfigurierende
Ressource in der Spalte Abhédngigkeiten in Tabelle 12 auf Seite 253
genanntsind. Fir den Lizenzservice sind dies alle Netzwerkfreigaben. Da
alle Netzwerkfreigaben in der Ressource File Server Res zusammenge-
fasst sind, ist diese Ressource auszuwahlen.

11. Klicken Sie auf die Schaltflache Apply.

HINWEIS: Fihren Sie Schritt 10 und Schritt 11 so wie beschrieben vor Schritt
12d auf Seite 264 durch. Ansonsten erhalten Sie bei Durchfiihrung des Schrittes
21 auf Seite 267 eine Fehlermeldung.

y 1 Error zaving the rezource properties Unable to save property changes for Licenze
" Server Res'. The cluster resource dependency cannot be found.
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12. Klicken Sie auf die Registerkarte General.

XPR License Server(licsvc) Properties B3

Fiegiztry Replication

Advanced Policies I
General | Dependencies I Falicies

Fesource Mame: IXPF! Licenze Server(licsve)

Fesource type: Generic Service

State: Offline

Service name: IIic:svc:

Startup parameters: |r:\DpenScape\xpr\bin\licsvc.exe

r Use Metwork Mame for computer name

Lo |

Cancel | Lpply |

a)

b)

d)

Andern Sie den Wert des Feldes Resource Name entsprechend |hren
Erfordernissen, zum Beispiel in License Service Res.

Stellen Sie sicher, dass im Feld Service Name der Name des neuen
Dienstes eingetragen ist. Fur den License Service ist das 1icsvc. Die
Werte flr alle weiteren Dienste finden Sie in Tabelle 12 auf Seite 253 in

der Spalte Dienstname.

Belassen Sie die Vorbelegung fir das Feld Startup Parameters.

Aktivieren Sie die Option Use Network Name for computer name.
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13. Klicken Sie auf die Registerkarte Policies.

License Service Res Properties E
Advanced Policies I Fiegiztry Replication |
General I Dependencies Policies

— Responze to rezource failure

 If resource fails, do not restart

% If resource fails, atternpt restart on current node

FPeriod for restarts [mm:ss): I‘I 500 3:
b aximum restartz in the specified period: I 1 3:

= If restart is unsuccessiul, fail over all resources in this service or
application

~ If all the restart attempts fail, begin restarting
again after the specified period [hh:mm]: - =
IDD.‘IS 3

More about restart policies

— Pending timeout
Specify the length of time the resource can take to change states

between Online and Offine before the Cluster service puts the
rezource in the Failed state.

Fending timeout [mm;:ss]): IDS:DD 3:

QK I Cancel | Apply |

Nehmen Sie Einstellungen entsprechend der Beschreibung im Abschnitt
6.1.9, “Failover und Failback”, auf Seite 193 vor.

HINWEIS: Die Kernelressourcen sind nicht zwingenderweise mit den obliga-
torischen Ressourcen in Tabelle 12 auf Seite 253 identisch.

14. Aktivieren Sie das Optionsfeld If resource fails, attempt restart on current
node.

15. Tragen Sie in den Feldern Period for restarts (mm:ss) und Maximum
restarts in the specified period Werte nach den Bediirfnissen des
Betreibers der Clusterinstallation ein.

16. Wenn der Dienst, den Sie als Ressource einrichten, eine Kernelressource ist,
aktivieren Sie das Kontrollkastchen If restart is unsuccessful, fail over all
resources in this service or application.

17. Wenn der Dienst, den Sie als Ressource einrichten, keine Kernelressource
ist, deaktivieren Sie das Kontrollkastchen If restart is unsuccessful, fail
over all resources in this service or application.
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18. Klicken Sie auf die Registerkarte Advanced Policies.

License Service Res Properties E

General | [Dependencies I Paolicies I
Advanced Policies Registry Replication

Clear the check box if you do not want a node to host this resource or thiz
clustered instance.
Possible Owners:

= wmclkn
3 wmclkn2

i~ Basic resource health check interval

' Use standard time period for the resource type
 Use this time perind [mm:sz): IDD:DS 3:

r— Thorough rezource health check interval

' Use standard time period for the resource type

= Use this time period [rmm:ss): ID‘I:DD 3:

r Biun thiz rezource in a separate Resource Monitor

Chooze thiz option if the azzociated resource type DLL needs to be
debugged or iz likely to conflict with other rezource tppe DLLs.

QK I Cancel | Apply |

a) Stellen Sie sicher, dass im obersten Feld die Kontrollkastchen fir alle
Clusterknoten aktiviert sind.

b) Stellen Sie sicher, dass das Kontrollkdstchen Run this resource in a
separate Resource Monitor deaktiviert ist.

19. Klicken Sie auf die Registerkarte Registry Replication.

General I [Dependencies | Policies |
Advanced Policies Registry Replication

Frograms or services may store data in the registry. Therefore, it is
important to have thiz data available on the node on which they are
unning. Specify the registry keys below HKEY_LOCAL_MACHIME that
should be replicated to all nodes in the cluster.

Root Reqisty Key

add | Bt | Remove |

QK I Cancel | Lpply |
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a) Klicken Sie auf die Schaltflache Add....
Der Eingabedialog Registry Key wird geoffnet.

Boat registry key:
HKEY_LOCAL_MACHIME' ||

()3 I Cancel |

4

b) Geben Sie im Feld Root registry key fiir den Dienst, fur den Sie die
Ressource konfigurieren, einen der Werte ein, der fur diesen Dienst in der
Spalte Im Registry Replication Dialog einzutragende HKLM-Regist-
rierungsdatenbankschliissel in der Tabelle 12 auf Seite 253 steht.

c) Klicken Sie auf die Schaltflache OK.

d) Wiederholen Sie die Unterschritte 19a auf Seite 267 bis 19¢ auf Seite 267
fur jeden Wert, der fur diesen Dienst in der Spalte Im Registry Repli-
cation Dialog einzutragende HKLM-Registrierungsdatenbank-
schliissel in der Tabelle 12 auf Seite 253 steht.

20. Klicken Sie auf die Schaltflache OK, um die Konfiguration des Dienstes als
Ressource abzuschlieRen und zum Failover Cluster Management zuriickzu-
kehren.

21. Markieren Sie im mittleren Bereich des Failover Cluster Managements mit
der rechten Maustaste die soeben erstellte Ressource und wahlen Sie Bring
this resource online aus.

Wenn der Versuch, die Ressource online zu bringen, fehlschlagt, kénnen
einer oder beide der folgenden Unterschritte zur Lésung durchgefihrt
werden. Dies ist unabhangig davon, ob der Status der Ressource nach dem
Versuch Offline oder Failed ist oder ob die folgende Fehlermeldung

erscheint:

%, The action 'Bring this resource onling' did not complete. &n emor occurred while
'0.' attempting to bring the rezsource License Server Res' online. The cluster resource
S could not be brought online by the resource maonitor,

a) Wiederholen Sie Schritt 3 auf Seite 244 fur diese Ressource.

Achten Sie dabei darauf, dass sc config <Dienstname> depend= /
und nicht zum Beispiel sc config <Dienstname> depend= \ ausge-
fUhrt wird.
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22.

23.

b) Wiederholen Sie Schritt 2 auf Seite 227.

HINWEIS: Weitere Hinweise zur Fehlerldsung kann das Eventlog liefern. Die
Bedeutung eines Fehlercodes liefert der Befehl net helpmsg
<Fehlercode>. Der Befehl net helpmsg 1075 liefert zum Beispiel die
folgende Ausgabe:

The dependency service does not exist or has been marked
for deletion.

Bringen Sie die Ressource online.

Wiederholen Sie Schritt 1 auf Seite 258 bis Schritt 21 auf Seite 267 fir jeden
weiteren obligatorischen Dienst aul3er fir XPR Information Store in der in
Tabelle 12 auf Seite 253 angegebenen Reihenfolge. Verwenden Sie jeweils
die Werte laut Tabelle 12 auf Seite 253. Der analoge Vorgang fiir XPR Infor-
mation Store ist im Abschnitt 9.7.3, “Ressource XPR Information Store Res
erstellen”, auf Seite 270 beschrieben.

Wiederholen Sie Schritt 1 auf Seite 258 bis Schritt 21 auf Seite 267 fir jeden
weiteren optionalen Dienst in Tabelle 12 auf Seite 253. Verwenden Sie jeweils
die Werte laut Tabelle 12 auf Seite 253. Die Reihenfolge der Einrichtung der
optionalen XPR Dienste als Ressourcen untereinander spielt keine Rolle,
weswegen sie in der Tabelle 12 auf Seite 253 alle dieselbe Reihenfolge-
nummer haben. Benutzen Sie die Diensteverwaltung, um festzustellen,
welche dieser XPR Dienste auf ihrem XPR Server vorhanden sind.

Fur jede Ressource gilt, dass ihre Abhangigkeit von anderen Ressourcen in einer
Baumstruktur angezeigt wird, wenn man die Ressource mit der rechten
Maustaste anklickt und dann Show Dependency Report auswahit.

W W W &

Generic Service Generic Service Generic Service Generic Service
Status Dispatcher Res  Configuiation Service Res Mame Locator Res License Server Res
o | i | A -
D; & W & o d )
mrsclusies And File Server And Metwork Mame IP Address
Information Store Res File Server Res Mame: UMEemelServer |P Address: 172.26.209.34
-

268

Physical Disk
Cluster Disk 2
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Weitere Informationen tber das System kénnen Sie dem Reliability and Perfor-
mance Monitor entnehmen. Dieser wird gestartet, indem Sie Start > Run
auswahlen und im Feld Open den Befehl per formance eingeben.

ab and Performance Monito =] E3
@ File  Action View Favorites  window  Help ‘ - |ﬁ' ﬂ
| %m & E
@ Reliability and Performance Reliability Monitor |
= . Monitoring Tools
B8 Performance Maritor System Stability Chart Last updated: 04.01.2010
(== Reliability Moritor 10 - 1N Index: 8.26
=[5y Data Collector Sets d .
2 User Defined B i S
[l Dms System 13
¥ LAM Diagrostics
¥ System Diagniostics
| o
¥ System Performance 4y Software (Un)Installs
1, Event Trace Sessians ) Annlication Fai
() Startup Event Trace Sess pplication Fatiures
B L Reports Harduvare Failures
User Defined Windows Failures
=1 Qi System [} Miscellaneous Failures
' LAN Diagnostics 2«2&7 é‘sa ?@JJ (a5 429@ JQQ &J_? -?ng Jé‘@ ?&@30@ JQ? o
[ System Diagnostics '9% '9% '?009 ‘?009 ‘9005. ‘9009 ‘9009 '9009 '9009 '9509 %9 '&'b_'? '?009 éb«? 90*70
[ System Performance LI I
= -
Software (Un)Installs for 22.12.2009
[=] Application Failures for 22.12.2000
Application Yersion Failure Type Date
PATA, e §.2,202,11025 | Stopped working 22.12,2009
Tepdpl,exe 9.2,4,11025 Stopped working 22,12,2009
Hardware Failures for 22.12.2009
Windows Failures for 22.12.2009 ;I
)/ I— (T
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9.7.3 Ressource XPR Information Store Res erstellen

1. Klicken Sie auf dem ersten Knoten im Failover Cluster Management mit der
rechten Maustaste auf den Ordner der Applikation fir den XPR Server.

2. Stellen Sie sicher, dass die Applikation fiir den XPR Server den Status Online
oder Partial Online hat.

3. Wahlen Sie im Kontextmenl Add a resource > More resources > 8 - Add
mrsclusres aus.

WICHTIG: Sehr wichtig! Erstellen Sie nur eine einzige Ressource vom Typ
mrsClusRes. Wenn eine zweite Ressource diesen Typs erstellt wird, ist das
Failover Cluster Management nicht mehr bedienbar.

Wenn Sie die folgende Fehlermeldung sehen, klicken Sie auf No, kopieren
Sie die Datei mrsclusres.dl1 auf alle Knoten und wiederholen Sie die
Auswahl von Add a resource > More resources > 8 - Add mrsclusres.

':e] The resource type Add mrsclusres is not configured
on all nodes. Do you wish to continue and create the
resource?

|—¥ Yes

< No

4. Es wird ein Eintrag New mrsclusres unter der Rubrik Other Resources im
Failover Cluster Management erzeugt.

File Server

5‘ " File Server Res IZ:1’;\:ZI Orline
Disk Drives
3 o Cluster Disk 2 (®) Online

Other Resources

{ License Server Res IZEZI Offline
L& Name Locator Res IZEZI Offline
L Configuration Service Res IZEZI Qffline

¢ Statuz Dispatcher Res IZEZI Qffline
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Konfiguration der Ressource

5. Klicken Sie doppelt auf diesen Eintrag.

MNew mrsclusres Properties E
General | Dependenciesl Policiesl Advanced Policiesl Propertiesl
35] Resource Mame: INew mrsclusres
Fesource type: mrsclusres
State: Offline
QK | Cancel | Apply |

HINWEIS: Bei einer Ressource des Typs mrsClusRes werden keine Werte
fur die Registry Replication und auch keine Parameter eingetragen.

6. Andern Sie den Wert des Feldes Resource Name entsprechend Ihren Erfor-
dernissen, zum Beispiel in Information Store Res.

A31003-S2370-J101-12-31, 11/2014
OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 271



Clusterintegration

XPR Dienste als Ressourcen einrichten

272

Klicken Sie auf die Registerkarte Dependencies.

Gereral Dependencies | Policiesl Advanced Policiesl Propertiesl
Specify the rezources that must be brought online before this resource can
be brought online:

AND/OR | Resource

| Click here to add a dependency

Inzert Delete

Mo dependencies.

How resource dependencies work

QK I Cancel | Apply |

a) Klicken Sie auf die Schaltflache Insert.

b) Klicken Sie auf das Dreieck rechts des neu erstellten Feldes.
c) Wahlen Sie Cluster Disk 2 aus.

d) Klicken Sie auf die Schaltflache Insert.

e) Klicken Sie auf das Dreieck rechts des neu erstellten Feldes.
f) Wabhlen Sie File Server Res aus.

g) Klicken Sie auf die Schaltflache Insert.

h) Klicken Sie auf das Dreieck rechts des neu erstellten Feldes.
i) Wahlen Sie die Status Dispatcher Res aus.

i) Klicken Sie auf die Schaltflache Insert.

k) Klicken Sie auf das Dreieck rechts des neu erstellten Feldes.

) Wahlen Sie die Name: UMKernelServer aus.

HINWEIS: Es reicht nicht aus, nur die Abhangigkeiten der Ressource XPR
Information Store Res von File Server Res und Status Dispatcher Res
einzutragen, obwohl XPR Information Store Res Uber File Server Res
indirekt von Cluster Disk 2 abhangig ist und sowohl tber File Server Res als
auch Uber Status Dispatcher Res indirekt von Name: UMKernelServer
abhangig ist.
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8. Klicken Sie auf die Registerkarte Policies.

MNew mrsclusres Properties E

| Generall Dependencies  Policies |Advanced Policiesl Propertiesl

— Responze to rezource failure

€ IF rezource fails, do ot restart
% |f resource fails, atternpt restart on current node
Period for restarts [mm:sz]:

b aximum restartz in the specified period:

application

~ If all the restart attempts fail, begin restarting
again after the specified period [hh:mm]:

= If restant is unsuccessul, fail over all resources in this service or

ID‘I :00 33

More about restart policies

— Pending timeout

rezource in the Failed state.

Pending timeout [mm:ss]):

Specify the length of time the resource can take to change states
between Online and Offine before the Cluster service puts the

IDS:DD 33

o]

Cancel |

Apply |

9. Setzen Sie die Zeit bei if all the restart attempts fail, begin restarting again
after the specified period (hh:mm) auf 00:15.

10. Klicken Sie auf die Registerkarte Advanced Policies.

MNew mrsclusres Properties E

| Generall Dependenciesl Policies  Advanced Policies | Propertiesl

Clear the check box if you do not want a node to host this resource or thiz

clustered instance.
Possible Owners:

= wmclkn

3 wmclkn2

i~ Basic resource health check interval
' Use standard time period for the resource type

 Use this time perind [mm:sz):

IDD:DS 33

r— Thorough rezource health check interval
' Use standard time period for the resource type

 Use this time perind [mm:sz):

ID‘I :00 33

™ Run this resource in a zeparate Resource Monitor

Chooze thiz option if the azzociated resource type DLL needs to be
debugged or iz likely to conflict with other rezource tppe DLLs.

o]

Cancel |

Apply |

a) Stellen Sie sicher, dass im obersten Feld die Kontrollkdstchen fur alle

Clusterknoten aktiviert sind.

b) Stellen Sie sicher, dass das Kontrollkastchen Run this resource in a
separate Resource Monitor deaktiviert ist.
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Klicken Sie auf die Schaltflache OK, um die Konfiguration des Dienstes als
Ressource abzuschliefen und zum Failover Cluster Management zurtickzu-
kehren.

Wenn keine oder nicht alle Abhangigkeiten eingetragen wurden, erscheint die
folgende Fehlermeldung:

[e} This resource requires dependencies on instances of
the following resource types or classes: Storage;
Metwork Name. Not adding these dependencies will
prevent the resource from working properly. Do you
want to save the current settings anyway?

< Yes

|—¥No

a) Kilicken Sie auf No.

b) Fihren Sie Schritt 7 auf Seite 272 durch. Achten Sie darauf, dass Sie
XPR Information Store Res von allen dort erwahnten Ressourcen
abhangig machen.

c) Klicken Sie auf die Schaltflache OK.

Markieren Sie im mittleren Bereich des Failover Cluster Managements mit
der rechten Maustaste die soeben erstellte Ressource und wahlen Sie Bring
this resource online aus.

Wenn der Versuch, die Ressource online zu bringen, fehlschlagt, kénnen
einer oder beide der folgenden Unterschritte zur Lésung durchgefihrt
werden. Dies ist unabhangig davon, ob der Status der Ressource nach dem
Versuch Offline oder Failed ist oder ob eine Fehlermeldung erscheint:

a) Wiederholen Sie Schritt 3 auf Seite 244 flr diese Ressource.

Achten Sie dabei darauf, dass sc config <Dienstname> depend= /
und nicht zum Beispiel sc config <Dienstname> depend= \ ausge-
fuhrt wird.

b) Wiederholen Sie Schritt 2 auf Seite 227.

HINWEIS: Weitere Hinweise zur Fehlerldsung kann das Eventlog liefern. Die
Bedeutung eines Fehlercodes liefert der Befehl net helpmsg
<Fehlercode>. Der Befehl net helpmsg 1075 liefert zum Beispiel die
folgende Ausgabe:

The dependency service does not exist or has been marked
for deletion.
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Bringen Sie die Ressource online.

HINWEIS: Bei der Erstellung und Konfiguration einer Ressource des Typs
mrsClusRes werden keine Werte fiir die Registry Replication eingetragen.
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9.7.4 Zeitzoneneinstellung mit offline geschalteten
Ressourcen

Wenn Sie die Zeitzonenunterstitzung nicht aktivieren oder deaktivieren wollen,
Uberspringen Sie diesen Abschnitt.

Wenn Sie schon die Anweisungen in Abschnitt 4.4.12, “Zeitzoneneinstellung mit
gestoppten Diensten”, auf Seite 116 durchgefiihrt, haben, tiberspringen Sie
diesen Abschnitt hier.

Die Datei <XPR_Install>\bin\TimeZoneSupport .exe steuert die
Verwendung von Zeitzonen im XPR Server. Sie bewirkt, dass Zeitstempel in der
Datenbank angepasst werden. Details zur Zeitzonenunterstiitzung kénnen Sie
der Administratordokumentation OpenScape Xpressions Server Administration
entnehmen.

Diese Datei darf nur dann ausgefiihrt werden, wenn Sie die Zeitzonenunter-
stitzung aktivieren oder deaktivieren wollen und von den XPR-Dienste-
Ressourcen nicht mehr und nicht weniger als die folgenden Ressourcen online
sind:

* XPR License Service Res

* XPR Name Locator Res

¢ XPR Configuration Service Res

¢ XPR Status Dispatcher Res

¢ XPR Information Store Res

Diesen Zustand erreichen Sie, indem Sie wie folgt vorgehen:
1. Nehmen Sie alle Dienste offline.

a) Klicken Sie im Failover Cluster Management mit der rechten Maustaste
auf den Ordner der Applikation flir den XPR Server.

b) Wahlen Sie aus dem KontextmenU Take this resource offline aus.

Nach einiger Zeit werden alle XPR-Dienste-Ressourcen als offline angezeigt.

2. Klicken Sie mit der rechten Maustaste auf die Ressource XPR Information
Store Res und wahlen Sie Bring this resource online aus.

Alle Ressourcen in obiger Liste werden online geschaltet.
3. Offnen Sie eine Eingabeaufforderung.
4. Navigieren Sie in das Verzeichnis <XPR_Install>\bin\

5. Wenn die Zeitzonenunterstltzung aktivieren wollen, geben Sie den
folgenden Befehl ein:

TimeZoneSupport.exe on
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6. Wenn die Zeitzonenunterstitzung deaktivieren wollen, geben Sie den
folgenden Befehl ein:

TimeZoneSupport.exe off

7. Bringen Sie alle XPR-Dienste-Ressourcen, die Sie in Schritt 1 auf Seite 276
offline genommen haben, wieder online, indem Sie diese Ressourcen im
Failover Cluster Management mit der rechten Maustaste anklicken und Bring
this resource online auswahlen.

HINWEIS: Die Datei <XPR_Install>\bin\TimeZoneSupport .exe braucht
nur auf einem Knoten des Clusters ausgefiihrt werden. Sie braucht nicht auf
einem anderen Knoten noch einmal ausgefiihrt zu werden. Die von |hr bewirkten
Anderungen in der Datenbank werden bei einer Replizierung auf einen anderen
Knoten mitrepliziert. Es ist unwichtig, auf welchem Knoten diese Datei ausgefuhrt
wird.
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9.7.5 Einstellungen der Applikation fur Failover

Fuhren Sie die folgenden Schritte fiir alle Ressourcen durch:

1. Klicken Sie im linken Bereich des Failover Cluster Managements mit der
rechten Maustaste auf die Applikation fir den XPR, und wahlen Sie die
Menioption Properties aus.

2. Klicken Sie auf die Registerkarte Failover.

General Failover |

Failover
Specify the number of times the Cluster service will attempt to restart or
fail aver the service or application in the specified period.

If the zervice or application faile more than the maximnum in the
specified period, it will be left in the failed state.

I aximum failures in the specified IQ 3:

period:

Period [hours]: I 1 3:
Failback

Specify whether the service or application will automatically fail back to
the most preferred owner [which iz set on the General tab).

' Prevent faiback
Allow Failback

& |mmediately

 Faiback between: ID 3: and
IU 3

= hours

More about failover and failback

QK I Cancel | Apply |

Der Wert des Feldes Maximum failures in the specified period gibt an, mit
welcher maximalen Haufigkeit in der Zeitdauer, die das Feld Period angibt,
ein Failover durchgefiihrt wird, also die gesamte Applikation auf den anderen
Knoten verschoben wird. Wenn zum Beispiel das Feld Maximum failures in
the specified period den Wert 10 hat und das Feld Period den Wert 6 hat,
werden maximal 10 Failover in 6 Stunden durchgefihrt.

Tragen Sie in die Felder Maximum failures in the specified period und
Period geeignete Werte ein. Diese kénnen von Einzelfall zu Einzelfall unter-
schiedlich sein. Wir empfehlen, das Feld Maximum failures in the specified
period auf den Wert 1 und das Feld Period auf den Wert 8 zu setzen.

HINWEIS: Diese Einstellungen gelten flr die Applikation, nicht flr eine
einzelne Ressource, wie sie in Schritt 13 auf Seite 265 bis Schritt 17 auf Seite
265 und in Schritt 8 auf Seite 273 bis Schritt 13 auf Seite 274 beschrieben
sind.

3. Kilicken Sie auf die Schaltflache OK.
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9.8 Replizierung der XPR Dienste als Ressourcen auf den zweiten Knoten

Die XPR Dienste im Cluster missen auf jeden Knoten des Clusters repliziert
werden. Darunter wird das Verschieben der Dienste, die Installation der Dienste
und die Rechtezuweisung fiir die Dienste verstanden.

Die im Abschnitt 9.8.1, “Verschieben der XPR Dienste als Ressourcen auf den
zweiten Knoten”, auf Seite 279 und im Abschnitt 9.8.2, “Installation und Rechte-
zuweisung der XPR Dienste auf dem zweiten Knoten”, auf Seite 280 beschrie-
benen Anweisungen mussen fir alle anderen Knoten des Clusters durchgefuhrt
werden. Dabei missen fiir jeden dieser Knoten alle Anweisungen beider
Abschnitte durchgefiihrt werden, bevor mit den Anweisungen beider Abschnitte
fur einen weiteren Knoten begonnen werden darf.

9.8.1 Verschieben der XPR Dienste als Ressourcen
auf den zweiten Knoten

Fuhren Sie die folgenden Schritte auf dem ersten Knoten durch:

1. Fuhren Sie die folgenden Unterschritte aus, wenn Sie zuvor in Schritt 1 auf
Seite 258 der Empfehlung folgend den zweiten Knoten auf Pause gesetzt
haben. Dies diente dazu, ein Failover zu verhindern.

a) Offnen Sie das Failover Cluster Management unter Start > Programs >
Administrative Tools > Failover Cluster Management.

b) Klicken Sie im linken Bereich mit der rechten Maustaste auf Nodes >
<Name des zweiten Knotens>.

c) Wahlen Sie die Option Resume aus.

d) Kilicken Sie im linken Bereich mit der rechten Maustaste auf Nodes >
<Name des ersten Knotens>.

e) Setzen Sie den ersten Knoten auf Pause.
2. Nehmen Sie alle Dienste offline.

a) Klicken Sie im Failover Cluster Management mit der rechten Maustaste
auf den Ordner der Applikation fir den XPR Server.

b) Wahlen Sie aus dem Kontextmenu Take this service or application
offline aus.

3. Verschieben Sie jetzt die aktuelle Applikation auf den zweiten Knoten.
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a) Klicken Sie im Failover Cluster Management mit der rechten Maustaste
auf den Ordner der Applikation fur den XPR Server.

b) Wenn Sie die SmslpApl installiert haben, dann fihren Sie folgenden
Befehl aus, um die AXMmCtl.dIl auf dem zweiten Knoten zu registrieren:
regsvr32 c:\<XPR-Install>\bin\AxMmCtl.d11. Beispiel:
regsvr32 c:\OpenScape\xpr\bin\AxMmCtl.dll.

c) Wahlen Sie aus dem Kontextmeni den Menupunkt Move this service or
application to another node > 1 - Move to node <Name des zweiten
Knotens> aus.

Alle Ressourcen des aktuellen Knotens werden heruntergefahren. Der

Cluster versucht anschlieRend diese Ressourcen auf den zweiten Knoten zu
Ubertragen und dort wieder zu starten. Im Failover Cluster Management wird
dies dadurch angezeigt, da im mittleren Bereich als Wert fir Current owner
statt des Namens des ersten Knotens der Name des zweiten Knotens steht.

9.8.2 Installation und Rechtezuweisung der XPR
Dienste auf dem zweiten Knoten

Die Dienste der Applikation fiir den XPR Server sind in den bisherigen Schritten
auf den zweiten Knoten verschoben worden, aber sie sind dort noch nicht instal-
liert worden. Desweiteren sind noch keine Rechte flr diese Dienste auf dem
zweiten Knoten eingerichtet worden.

1. Loggen Sie sich auf dem zweiten Knoten ein.

2. Offnen Sie auf dem zweiten Knoten den Failover Cluster Management unter
Start > Programs > Administrative Tools > Failover Cluster
Management.

In den folgenden Schritten ist exemplarisch die Dienstinstallation und die Rechte-
zuweisung fur den Lizenzservice (licsvc) beschrieben.

HINWEIS: C++ 2008 Redistributable muss auf den Knoten manuell installiert
werden, um einen einwandfreien Betrieb vom Lizenzservice zu gewahrleisten.

Der gleiche Vorgang muss anschlieend fir jeden weiteren obligatorischen
Dienst in Tabelle 14 in der angegebenen Reihenfolge in analoger Weise durch-
geflhrt werden (siehe Schritt 13 auf Seite 286).

WICHTIG: Diese Reihenfolge der obligatorischen Dienste muss bei der Instal-
lation und Rechtezuweisung unbedingt eingehalten werden, da ein obligatori-
scher Dienst in Tabelle 12 auf Seite 253 von der Existenz des Dienstes abhangig
ist, der in der Reihenfolge vor ihm ist.
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Danach missen analoge Schritte fur die optionalen Dienste in Tabelle 12 auf
Seite 253 durchgeflihrt werden (siehe Schritt 14 auf Seite 286), sofern sie auf
Ihrem XPR Server installiert worden sind. Die Reihenfolge der Einrichtung und
Rechtezuweisung der optionalen XPR Dienste untereinander spielt keine Rolle,
weswegen sie in der Tabelle alle dieselbe Reihenfolgenummer haben. Benutzen
Sie die Diensteverwaltung, um festzustellen, welche dieser XPR Dienste auf
ihrem XPR Server vorhanden sind.

Die Spalte Installation im Cluster zeigt an, ob ein XPR Dienst im Cluster instal-
liert werden muss (Wert: Obligatorisch) oder ob er im Cluster installiert werden
kann (Wert: Optional).

Nur fir XPR Dienste, die in Tabelle 12 auf Seite 253 bzw. Tabelle 14 auf Seite 282
gelistet sind, durften wahrend der XPR Installation die in Tabelle 4 auf Seite 88
gelisteten entsprechenden Features ausgewahlt werden.
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Reihen- Dienstbezeichnung in der Dienste- Installation Installationsbefehl
folge verwaltung im Cluster
1 XPR License Service(licsvc) Obligatorisch sc create licsvc binpath= “\OpenScape\xprlicsvc\licsvc.exe”
2 XPR Name Locator(nameloc) Obligatorisch sc create nameloc binpath= “<XPR_Install>\bin\
nameloc.exe”
3 XPR Configuration Service(cfgsvc) Obligatorisch sc create cfgsvc binpath= “<XPR_lInstall>\bin\ cfgsvc.exe”
4 XPR Status Dispatcher(xmrsvc) Obligatorisch sc create xmrsvc binpath= “<XPR_Install>\bin\ xmrsvc.exe”
5 XPR Information Store(infostor) Obligatorisch sc create infostor binpath= “<XPR_Install>\bin\ infostor.exe”
6 XPR Message Router(mta) Obligatorisch sc create mta binpath= “<XPR_lInstall>\bin\ mta.exe”
7 XPR Administrator(mrs) Obligatorisch sc create mrs binpath= “<XPR_Install>\bin\ mrs.exe”
8 XPR TCP/IP Transport Layer(tcpApl) Obligatorisch sc create tcpapl binpath= “<XPR_lInstall>\bin\ tcpapl.exe”
9 stunnel Obligatorisch sc create stunnel binpath= “<XPR_Install>\bin\stunnel\
stunnel.exe”
10 XPR Directory Service(DirSvc) Obligatorisch sc create dirsvc binpath= “<XPR_Install>\bin\ dirsvc.exe”
1" XPR Internet Mail APL(SmtpApl) Optional sc create smtpapl binpath= “<XPR_Install>\bin\ smtpapl.exe”
1 XPR Vm2Txt APL(VM2TXTAPL) Optional sc create smtpapl binpath=
“<XPR_lInstall>\bin\vm2txtapl.exe”
1" XPR Web APL(WebApl) Optional sc create webapl binpath= “<XPR _Install>\bin\ webapl.exe”
11 XPR Mail APL(MailApl) Optional sc create mailapl binpath= “<XPR_Install>\bin\ mailapl.exe”
11 XPR Lear APL(Lear) Optional sc create lear binpath= “<XPR_Install>\bin\ lear.exe”
1" XPR Notification APL(NotApl) Optional sc ¢ create notapl binpath= “<XPR _Install>\bin\ notapl.exe”
11 XPR Lpr APL(LprApl) Optional sc create Iprapl binpath= “<XPR _Install>\bin\ Iprapl.exe”
1 XPR Csta Apl(CstaApl) Optional sc create cstaapl binpath= “<XPR_Install>\bin\ cstaapl.exe”
1" XPR Cti APL(CtiApl) Optional sc create ctiapl binpath= “<XPR_Install>\bin\ ctiapl.exe”
Hinweis: Mit CSTA-Anbindung
1 XPR ip APL(ipApl) Optional sc create ipapl binpath= “<XPR_Install>\bin\ ipapl.exe”
Hinweis: Ohne TTS und ohne ASR
1" XPR Ldap APL(LdapApl) Optional sc create |dapapl binpath= “<XPR _Install>\bin\ Idapapl.exe”
11 XPR Presence APL(PresenceApl) Optional sc create presenceapl binpath= “<XPR_Install>\bin\ presen-
ceapl.exe”
11 XPR Xml APL(XmIApl) Optional sc create xmlapl binpath= “<XPR_lInstall>\bin\ xmlapl.exe”
1" XPR VM APL(VMADpI) Optional sc create vmapl binpath= “<XPR _Install>\bin\ vmapl.exe”
11 XPR Printer APL(PrintApl) Optional sc create printapl binpath= “<XPR_Install>\bin\ printapl.exe”
11 XPR Isdn APL(IsdnApl) Optional sc create isdnapl binpath= “<XPR_Install>\bin\ isdnapl.exe”
Hinweis: Ohne TTS und ohne ASR
11 XPR SMS Large Account Optional sc create smsipapl binpath=“XPR_Install>\bin\ smsipapl.exe”
APL(SmsIPApl)
11 XPR Serial APL(V24Apl) Optional sc create v24apl binpath= “<XPR_Install>\bin\ v24apl.exe”
1" XPR Filelnterface APL(FiApl) Optional sc create fiapl binpath= “<XPR _Install>\bin\ fiapl.exe”
Tabelle 14 Auf dem zweiten Knoten zu installierenden XPR Dienste auf Windows Server 2008/2012
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Reihen- Dienstbezeichnungin der Dienste- Installation Installationsbefehl
folge verwaltung im Cluster
11 XPR Exchange Connector fori386  Optional sc create <XPR Servername>:<Exchange 2003
(<XPR Servername>:<Exchange Servername> binpath= “<XPR _Install>\bin\ exchapl.exe”
2003 Servername>)
11 XPR Exchange Connector for i386  Optional sc create <XPR Servername>:<Exchange 2007
(<XPR Servername>:<Exchange Servername> binpath= “<XPR _Install>\bin\ e2k7apl.exe”
2007 Servername>)
11 XPR Exchange UM APL Optional sc create exumapl binpath= “<XPR_Install>\bin\
exumapl.exe”
1" XPR Lotus Notes APL(LNApl) Optional sc create Inapl binpath= “<XPR _Install>\bin\ Inapl.exe”
1 XPR Lotus Notes UM APL(LnUmApI) Optional sc create Inumapl binpath= “<XPR_Install>\bin\ Inumapl.exe”
11 XPR SAP R/3 APL(SapR3Apl) Optional sc create sapr3apl binpath=
“<XPR_lInstall>\bin\sapr3apl.exe”
WICHTIG: Die Installation dieser APL auf einem Windows Cluster ist nur projektspezifisch freigegeben.
11 XPR SAPphone APL(SAPphoneApl) Optional sc create sapphoneapl
binpath= “<XPR_lInstall>\bin\sapphoneapl.exe”
WICHTIG: Die Installation dieser APL auf einem Windows Cluster ist nur projektspezifisch freigegeben.
1 XPR Reporting APL(RepApl) Optional sc create repapl binpath= “<XPR_Install>\bin\ repapl.exe”
11 XPR Schedule Optional sc create repscheduleapl binpath= “<XPR_Install>\bin\
APL(RepScheduleApl) repscheduleapl.exe”
Tabelle 14 Auf dem zweiten Knoten zu installierenden XPR Dienste auf Windows Server 2008/2012

3. Geben Sie den folgenden Befehl in einer Eingabeaufforderung ein:

sc create licsvce binpath= “.\OpenScape\xprlicsvc\licsvc.exe”
Beispiel:
sc create licsvc binpath= “.\OpenScape\xprlicsvc\licsvc.exe”

WICHTIG: Beachten Sie, dass dem Gleichheitszeichen ein Leerzeichen
folgen muss.

4. Wenn die Prerequisites nicht korrekt installiert sind, wird die Fehlermeldung
‘FAILURE: The MRS License Service cannot be installed. The service imple-
mentation dependent initialization return FALSE. The Event Log may contain
additional information.” erzeugt. Flhren Sie in diesem Fall die Anweisungen
im Abschnitt 9.4.1, “,Prerequisites” auf den Knoten installieren”, auf Seite 231
durch.

Dem Dienst missen jetzt noch manuell die erforderlichen Rechte zugewiesen
werden.

5. Offnen Sie die Diensteverwaltung. Klicken Sie dazu auf Start > Programs >
Administrative Tools > Services.
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6. Klicken Sie mit der rechten Maustaste auf den Dienst licsvc.

HINWEIS: Der Dienst wird noch nicht als XPR License Service(licsvc) in
der Diensteverwaltung angezeigt. Dies ist erst nach dem Reboot des zweiten
Knotens im Schritt 6 auf Seite 288 der Fall, da erst bei diesem Reboot die
entsprechenden Schllssel der Registrierungsdatenbank ausgelesen
werden, die vom ersten Knoten auf den zweiten Knoten repliziert wurden.

7. Wahlen Sie im Kontextmeni den Mentipunkt Properties und anschlieend
die Registerkarte Log On.

a)

Markieren Sie das Optionsfeld This account und tragen Sie das Benut-
zerkonto ein. Dieser Benutzer wird flir die XPR Serververwaltung bendtigt
und ist mit dem bereits vorher verwendeten Benutzerkonto fiir die XPR
Freigaben (siehe Abschnitt 9.7, “XPR Dienste als Ressourcen
einrichten”, auf Seite 251) identisch. Tragen Sie im Feld Password das
Kennwort ein und bestatigen Sie das Kennwort im Feld Confirm
password.

Sie kdnnen auch nach einen Benutzerkonto suchen lassen. Driicken Sie
dazu die Schaltflaiche Browse.... Es 6ffnet sich der Dialog Select User.
Selectvser 2|

Select thiz object type:

IUser Object Types... |

FEram this location:

IEntire Diirectory Locations... |

Enter the object name to select [examples):

[ Lheck Hames I
Advanced... | [k | Cancel |

4

8. Geben Sie im Feld Enter the object name to select (examples): das zu
suchende Benutzerkonto ein und driicken Sie die Schaltflache Check
Names.

WICHTIG: Wenn Sie diesen Schritt fir die Dienste XPR Exchange
Connector for i386 (<XPR Servername>:<Exchange Servername>)
oder XPR Exchange UM APL (siehe Tabelle 14 auf Seite 282)
ausfuhren, muss fir diese Dienste statt des in Abschnitt 9.7, “XPR
Dienste als Ressourcen einrichten”, auf Seite 251 beschriebenen Benut-
zerkontos ein Benutzerkonto mit weiteren speziellen Rechten benutzt
werden. Umfassende Details zu den bendtigten Rechten liefert die Instal-
lations- und Administratordokumentation OpenScape Xpressions
Microsoft Exchange Gateway unter dem Stichwort Dienstkonto.
Bedenken Sie, das fir die Installation der Exchange-Anbindung mehr
Rechte bendtigt werden, als flir den Betrieb.
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9. Klicken Sie auf die Schaltflache OK, um das ausgewahlte Benutzerkonto fur
den aktuellen Dienst festzulegen.

10. Bestatigen Sie die Meldung, dass dieses Konto jetzt das Recht hat, sich als
ein Dienst einzuloggen, durch Drucken der Schaltflache OK.

11. Fligen Sie dieses Benutzerkonto der Gruppe der Administratoren hinzu.

a) Klicken Sie dazu auf Start > Programs > Administrative Tools >

b)

Computer Management.

Markieren Sie in der linken Liste den Eintrag System Tools > Local

Users and Groups > Groups.

HINWEIS: Markieren Sie unter Windows Server 2008/2012 R2 64 bit in
der linken Liste den Eintrag Configuration > Local Users and Groups
> Groups.

c) Klicken Sie in der rechten Liste mit der rechten Maustaste auf die Gruppe
Administrators.
g;!_l:omputer Management !E[ E
File  Action Wiew Help
e | HEIXE = | Hi5E
;é- Computer Management {Local) Actions
ERF S_\f'.stem Tools strators Adrninistrators am| e | Groups .
) Task Scheduler ¥ Backup Operators Backup Operatars can override sec
Q Event Wigwer ¥ Certificate Service DCO... Members of this group are allowed Mare ... ¥
] Shared Folders i Cryptographic Operators  Members are authorized ko perforr | administra..
B & chal Users and Groups P pistributed COM Users Members are allowed to launch, ac .
= Users ﬁ'_, Event Log Readers Members of this group can read ev More ..
el [SI00RS I Guests Guests have the same access as m
@ Reliabilivy and Performanc | o o
" . P15 1usRs Built-in group used by Internet Inf
g Device Manager = X X o
= £8 storage ﬁ'_, Metwork Configuration ... Members in this group can have so
= 29 Disk Management ﬁ'_, Performance Log Users Members of this group may sched
=l Services and Applications ﬁ'_, Performance Monitor U,..  Members of this group can access
o P Power Users Power Users are included For backs
% Print Operators Members can administer domain pr
% Remate Desktop Users Members in this group are granted
% Replicator Suppaorts file replication in a domair
% Users Users are prevented from making
< | o[l | ©
d) Wahlen Sie aus dem Kontextmen( den Menlpunkt Properties.
e) Kilicken Sie auf die Schaltflache Add....

f) Geben Sie im untersten Feld den Benutzernamen ein und klicken Sie auf
die Schaltflache Check Names.

g) Kilicken Sie auf die Schaltflache OK.

h) Klicken Sie auf die Schaltflache OK.

A31003-S2370-J101-12-31, 11/2014

OpenScape Xpressions V7 Cluster Installation, Installationsanleitung 285



Clusterintegration

Replizierung der XPR Dienste als Ressourcen auf den zweiten Knoten

286

12.

13.

14.

Markieren Sie im Failover Cluster Management den Lizenzservice-Eintrag
mit der rechten Maustaste und wahlen Sie Bring this resource online.

WICHTIG: Achten Sie darauf, dass dieser Schritt durchgefihrt wird, da dies
bei obligatorisch zu installierenden XPR Diensten eine Voraussetzung fir
spater zu installierende XPR Dienste sein kann.

Wenn der Versuch, die Ressource online zu bringen, fehlschlagt, kdnnen
einer oder beide der folgenden Unterschritte zur Losung durchgefihrt
werden. Dies ist unabhangig davon, ob der Status der Ressource nach dem
Versuch Offline oder Failed ist oder ob eine Fehlermeldung erscheint:

a) Wiederholen Sie Schritt 3 auf Seite 244 fur diese Ressource.

Achten Sie dabei darauf, dass sc config <Dienstname> depend= /
und nicht zum Beispiel sc config <Dienstname> depend= \ ausge-
fuhrt wird.

b) Wiederholen Sie Schritt 2 auf Seite 227.

Wiederholen Sie die Schritte 3 auf Seite 283 bis 10 auf Seite 285 und Schritt
12 auf Seite 286 fiir jeden weiteren obligatorischen XPR Dienst in der in
Tabelle 14 auf Seite 282 angegebenen Reihenfolge.

Wiederholen Sie die Schritte 3 auf Seite 283 bis 10 auf Seite 285 und Schritt
12 auf Seite 286 fiir jeden optionalen XPR Dienst in Tabelle 14 auf Seite 282.
Die Reihenfolge ist unwichtig.

9.8.3 Hoffixe installieren

Installieren Sie alle Hotfixe, die fiir die von Ihnen erworbene XPR-Version zur
Verfligung gestellt werden.
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9.9 Testen des XPR Servers im Cluster

Um die durchgefihrte Installation zu testen, fiihren Sie im Failover Cluster
Management einen manuellen Failover durch.

1. Offnen Sie den Failover Cluster Management unter Start > Programs >
Administrative Tools > Failover Cluster Management.

2. Bringen Sie dazu den ersten Knoten wieder in den Online-Modus. Klicken Sie
dazu mit der rechten Maustaste auf den entsprechenden Knoten und wahlen
Sie aus dem Kontextmenl den Menlpunkt Resume.

3. Fuhren Sie jetzt einen manuellen Failover durch. Klicken Sie dazu im Failover
Cluster Management mit der rechten Maustaste auf die Applikation fir den
Cluster, in die der XPR-Server installiert wurde. Wahlen Sie aus dem
Kontextmenl den Menupunkt Move this service or application to another
node > 1 - Move to node <Name des ersten Knotens>.

Alle Ressourcen des XPR-Servers werden auf dem zweiten Knoten offline
geschaltet, und anschlielend auf dem ersten Knoten neu gestartet und
online geschaltet.

4. Kilicken Sie im Failover Cluster Management mit der rechten Maustaste auf
die Applikation fur den Cluster, in die der XPR-Server installiert wurde.
Wabhlen Sie aus dem Kontextmeni den Menlpunkt Move this service or
application to another node > 1 - Move to node <Name des zweiten
Knotens>.

Alle Ressourcen des XPR-Servers werden auf dem ersten Knoten offline
geschaltet, und anschlieRend auf dem zweiten Knoten wieder neu gestartet
und online geschaltet.

5. Wurde dieser Test erfolgreich durchgefiihrt, ist die Installation des XPR
Servers im Cluster abgeschlossen. Schlagt dieser Test fehl, stellen Sie
sicher, dass alle Voraussetzungen eingehalten wurden (Abschnitt 9.1,
“Checkliste zur Vorbereitung der Clusterintegration”, auf Seite 225),
Uberprifen Sie erneut Ihre Einstellungen oder wenden Sie sich an den
zustandigen Netzwerkadministrator.
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6. Sie kdbnnen den zweiten Knoten rebooten, damit alle XPR Dienste in der
Ublichen Schreibweise (zum Beispiel XPR License Service(licsvc) statt
licsvc) in der Diensteverwaltung angezeigt werden.

Wenn nach diesem Reboot des zweiten Knotens und nach dem Initiieren
eines Failovers vom ersten Knoten auf den zweiten Knoten eine Ressource
nicht automatisch auf dem zweiten Knoten online gebracht wird, fiihren Sie
die folgenden Unterschritte durch:

a) Fuahren Sie Schritt 3 auf Seite 244 fir den dieser Ressource entspre-
chenden Dienst auf dem zweiten Knoten durch.

b) Bringen Sie die Ressource online.

c) Fuhren Sie Schritt 3 auf Seite 244 fur den dieser Ressource entspre-
chenden Dienst erneut durch.
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9.10 Satellitenumgebung mit geclustertem Kernelcomputer

WICHTIG: Beachten Sie den Hinweis zur XPR Connection APL unterhalb der
Tabelle 13 auf Seite 257, “Nicht auf einem Cluster auf Windows Server 2008/
2012 installierbare XPR Dienste”.

In einer Satellitenumgebung mit geclustertem Kernelcomputer, missen in der
Registrierungsdatenbank des Clusters einige Eintrage erganzt werden. Gehen
Sie folgendermalen vor:

1. Offnen Sie den Failover Cluster Management und bringen Sie die komplette
Applikation offline.

2. Bringen Sie den Lizenzservice wieder online. Dies ist notwendig, damit die
nachfolgend gemachten Anderungen an der Registrierungsdatenbank des
Knotens in die Datenbank des Clusters repliziert werden.

3. Offnen Sie die Registrierungsdatenbank auf dem Knoten, auf dem der
Lizenzservice momentan lauft, und suchen Sie folgenden Schlissel:

HKLM\ SOFTWARE \Wow64 3 2Node\ PP-COM\MRS\ Services\Kernel

4. Offnen Sie diesen Schliissel und stellen Sie sicher, dass die Eintrage
NameLoc und CfgSvc flr jeden vorhandenen Satelliten mit dem Netzwerk-
namen des entsprechenden Computers erganzt werden.

Beispiel:

Angenommen, es existieren zwei Satellitencomputer mit den Netzwerk-
namen SATEL1 und SATEL2 . Die entsprechenden Eintrage im Schlissel
lauten dann:

NameLoc, SATEL1

CfgSvc, SATEL1

NameLoc, SATEL2

CfgSvc, SATEL2

WICHTIG: Achten Sie darauf, dass hinter den Kommata keine Leerzeichen
stehen.

5. Offnen Sie folgenden Schliissel:

HKLM\ SOFTWARE \Wow6432\PP-COM\MRS\ Services\Access Protocol
Layers

6. Stellen Sie sicher, dass fir alle APLs, die auf einem der Satelliten laufen, der
Netzwerkname des entsprechenden Satellitencomputers eingetragen ist.
Beispiel:
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Angenommen auf dem Satellitencomputer SATEL1 Iduft eine ISDN APL und
auf dem Satellitencomputer SATEL2 eine CTl APL. Die entsprechenden
Eintrage im Schlissel lauten dann:

IsdnApl, SATEL1
CtiAPl, SATEL2

7. Bringen Sie die komplette Applikation wieder online.

Die Einrichtung einer Satellitenumgebung mit einem geclusterten Kernelcom-
puter ist damit abgeschlossen.
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A Anhang A

A.1 Verwendung eines Microsoft SQL Servers

Uberschreitet das Datenaufkommen fiir die Cluster 1 GB, bietet sich die
Verwendung eines Microsoft SQL Servers an. Dies wird nur im Rahmen eines
Projektes unter Einbeziehung der Professional Services Organisation realisiert.
Im Zuge des Projektes ist die anfallende Datenmenge abzuschatzen und ein
entsprechendes Szenario zu entwerfen. Mogliche Szenarien sind:

¢ XPR Server und Microsoft SQL Server parallel auf einem Computer
e XPR Server und Microsoft SQL Server auf jeweils einem eigenen Computer

In beiden Fallen sind die notwendigen Lizenzen (u.a. Microsoft SQL Server und
ggfs. Windows Server 2003 R2 mit SP2 Enterprise Edition) sowie die notwendige
Hardware vom Kunden zu stellen. Beim Parallelbetrieb beider Server auf einem
Computer ist die Hardware dieses Computers entsprechend zu bemessen.

Mit einem Microsoft SQL Server kdnnen sehr grole Datenmengen verwaltet
werden. Zum Paket gehdren neben dem eigentlichen SQL Server eine Reihe von
Management- und Analyse-Werkzeugen.

Einzelheiten zur Installation eines Microsoft SQL Servers kdnnen der entspre-
chenden Produktdokumentation oder der Produkt-Homepage unter http://
www.microsoft.com/sqgl/ entnommen werden. Einzelheiten zur Anbindung der
Report APL an den Microsoft SQL Server werden im Rahmen des Projektes
abgestimmt.
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