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Important Notices
About this Book

1 Important Notices

1.1 About this Book

This book guides installation personnel through the process of installing the
hardware and software up to and including the point where provisioning can begin
and the expanded network components can be installed and verified. The user
must refer to the provisioning and expanded network component document (s) to
support that phase of the system installation process.

1.1.1 Audience

The audience for this guide is Unify Professional Services and Back Level
Support personnel. Note that this does not preclude other Unify personnel,
customers, or third-party service providers who have the necessary prerequisite
knowledge from using the guide.

1.1.2 Prerequisite Knowledge

This guide is written to the user who has:

* Successfully completed the Unify OpenScape Voice installation and technical
training courses.

* Advanced SuSE Linux Enterprise Server (SLES) operating system and
Microsoft Windows operating systems knowledge and experience.

* Basic knowledge of the third-party platforms and equipment used for
OpenScape Voice including: their physical characteristics, their assembly,
their documentation (installation, service, and troubleshooting), and the
documentation web sites associated with the third-party platform and
equipment manufacturers.

* Basic knowledge of the industry standards and specifications utilized by
OpenScape Voice and associated equipment.

The procedures in this guide require an understanding of and adherence to local
safety practices, the safety practices identified in this guide, and the safety
practices identified in the third-party documentation.
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1.1.3 Viewing the Document with Adobe Reader

When viewing the document with Adobe Reader add the “Previous View” icon to
the Reader toolbar. This will ease the navigation between this procedure and
associated sections of the document.

Add the “Previous View” icon as follows;

In Adobe Reader v9.x.x:

1. Open the tools menu.

2. Navigate to ‘Customize Toolbars’; this will present the ‘More Tools’ window.
3. In the ‘More Tools’ window, scroll down to the ‘Page Navigation Toolbar’.
4. Select the ‘Previous View’ icon.

5. Select ‘Okay’ in the ‘More Tools’ window.

In Adobe Reader v10.x and v11.x:

* Right-click anywhere on the toolbar > Page Navigation > 'Previous View' icon.

1.1.4 Special Notices

Potentially dangerous situations are noted throughout this guide. The three alert
methods are defined below:

DANGER Adanger notice calls attention to conditions that, if not avoided, will
result in death or serious injury.

WARNING A warning notice calls attention to conditions that, if not avoided,
could result in death or serious injury.

Caution A caution notice calls attention to conditions that, if not avoided,
may damage or destroy hardware or software.
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1.2 Safety

Important Notices
Safety

The following information is included in this publication for the use and safety of
installation and maintenance personnel.

1.2.1 General Safety

Do not attempt to lift objects that you think are too heavy for you.
Do not wear loose clothing; tie back your hair while working on machines.

Wear eye protection when you are working in any conditions that might be
hazardous to your eyes.

After maintenance, reinstall all safety devices such as shields, guards, labels,
and ground wires. Replace worn safety devices.

If you feel any action is unsafe, notify your manager before proceeding.

Do not use a telephone to report a gas leak while in the vicinity of the leak.

1.2.2 Safety with Electricity

Danger: Do not take chances with your life. Follow these safety guidelines
carefully.

1.2.2.1 High Voltages

Observe all safety regulations and read the warnings, cautions, and notes
posted on the equipment.

Find the switch to power off the cabinet. Read the posted instructions.

Ensure that a machine cannot be powered on from another source or
controlled from a different circuit breaker or disconnecting switch.

When a procedure requires that you power off the system:
— Lock the wall box-switch in the off position.
— Attach a DO NOT OPERATE tag to the wall box-switch.

Never assume that the power is turned off. Always check to ensure that a
circuit does not have power.
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Do not work alone. Work with another person who knows the locations of the
power-off switches, especially if you are working with exposed electrical
circuits.

Follow the instructions in the manual carefully, especially when working with
circuits that are powered. Disconnect power when instructed to do so in the
procedures.

Disconnect all power before working near power supplies unless otherwise
instructed by a maintenance procedure.

Disconnect all power before installing changes in machine circuits unless
otherwise instructed by a maintenance procedure.

High voltages capable of causing shock are used in this equipment. Be
extremely careful when measuring high voltages and when servicing cards,
panels, and boards while the system is powered on.

Do not wear jewelry or other metal objects.

When possible, work with one hand so that a circuit is not created. Keep the
other hand in your pocket or behind your back.

Use caution when installing or modifying telephone lines. Never install
telephone wiring during an electrical storm.

Never install a telephone jack where it can get wet unless the jack is
specifically designed for wet conditions.

Never touch uninsulated telephone wires or terminals unless the telephone
line has been disconnected at the network interface.

Avoid using a telephone (other than the cordless type) during an electrical
storm due to the remote risk of shock from lightning.

1.2.2.2 Equipment Room

Look for hazards in your area and eliminate them. Examples are moist floors,
ungrounded power extension cables, power surges, and missing safety
grounds.

Rubber electrostatic mats will not protect you from electrical shock. Do not
use them for this purpose. Stand on suitable rubber mats to insulate you from
grounds such as metal floor strips and machine frames.

Do not use tools covered with a soft material that does not insulate you when
working with powered circuits. Use only tools and testers suitable for the job,
approved by Unify. Do not use worn or broken tools or testers; inspect them
regularly.

Set controls on testers correctly and use approved probe leads and
accessories intended for that tester.
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The surface of a mirror is conductive. Do not touch powered circuits with a
mirror. To do so can cause personal injury and machine damage.

Do not store combustible gases or flammable materials in cabinets near the
site.

1.2.2.3 Emergencies

Be familiar with first aid for electrical shock. This includes resuscitation
methods, heartbeat restoration, and burn treatment.

Use caution if an accident occurs. Disconnect the power before touching the
victim.

If you do not know how to disconnect the power, use a nonconductive object,
such as a wooden rod, to push or pull the victim away from electrical contact.

Administer resuscitation if the person is not breathing.

If you are trained and certified, administer cardiac compression if the heart is
not beating.

Call a rescue group, an ambulance, or a hospital immediately.

1.2.3 Reporting Accidents

Report to your manager all accidents, near accidents, and possible hazards
to ensure their causes are resolved as soon as possible.

Report any electric shock, no matter how small.
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2 Preparing for the Installation

2.1 About OpenScape Voice

OpenScape Voice is available as a redundant or a single-node system:

* OpenScape Voice redundant is available in a standard duplex configuration:

The nodes in an OpenScape Voice redundant system can be deployed as
follows:

— Co-located nodes

— Geographically separated nodes in either the same subnet or in different
subnets.

The cluster interconnect links for geographically separated nodes employ
a layer 3 IP connection.

The layer 3 IP cluster interconnect connection is via an IPsec encrypted
IP connection in transport mode. If the cluster interconnect traffic passes
through a firewall, the firewall might block all this traffic. If this is the case,
ensure that the customer has defined custom rules in the firewalls to allow
ICF traffic.

Note: The distance between geographically separated nodes is limited by
a maximum round-trip delay between the nodes of 100 milliseconds. The
theoretical maximum distance is 6,000 miles (10,000 kilometers), but the
customer’s network must be able to keep the round-trip delay between
the nodes to less than 100 milliseconds.

— Applications associated with the Standard duplex configurations are
installed on an external server or servers depending upon the
Applications' deployment (i.e., a Standard Duplex Large deployment). As
an example;.

¢ OpenScape Voice Assistant

* RG8700 Assistant

¢ OpenScape Media Server

¢ Customer License Manager (CLM)

e Common Management Platform (CMP)

Note: The OpenScape Media Server maybe installed on one or more
separate external servers.
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e OpenScape UC Application

Note: The OpenScape Applications Deployment Service (DLS)
component might not be supported on the external applications server
due to sizing limitations. A separate server running Microsoft Windows
might be required for the DLS component. Please review the DLS release
notes for sizing limitations when DLS is installed as a component of the
external applications server.

Integrated simplex: In this configuration, the OpenScape Applications
(OpenScape Voice Assistant, RG8700 Assistant, OpenScape Media Server,
Customer License Manager [CLM], Common Management Platform [CMP],
Deployment Service [DLS], and OpenScape UC Application) are installed on
the same server (the OpenScape Media Server or DLS can be optionally
installed on a separate external server) that hosts OpenScape Voice.

Starting in V7, Low Cost systems are not supported. A Low Cost system in an
older release must be migrated to a configuration supported in V9. Refer to
Chapter 9, “Migrations to OpenScape Voice V9”.

2.1.1 Administration and Media Server Options

The administration and media server deployment options are as follows:

Integrated simplex: The administration tools and OpenScape Media Server
are installed on the same server (and additional external servers depending
on configuration) that hosts OpenScape Voice.

Standard duplex: The administration tools and OpenScape Media Server are
installed on an external applications server (and additional external servers
depending on configuration).

Attention: When servers (e.g., media server or DLS) in the same network as one
of the OSV's subnets need to communicate with another of the OSV's subnets,
then changes to the network firewall are required to allow this communication.
Any questions should be addressed to the next level of support.

Attention: For Integrated Simplex deployments, the Media Server SIP endpoint
shall be associated with the non-standard port numbers 5062 (SIP) and 5063
(SIP-TLS) for signaling between OSV and the Media Server. Section 5.2.3.1,
“Prepare Installation of Integrated Simplex”, on page 408 for details.
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2.1.2 OpenScape Branch

Available in conjunction with OpenScape Voice V8 is OpenScape Branch for
remote branch offices.

OpenScape Branch provides:

Continuance of communication services while providing a feature rich set of
survivability capabilities at a remote branch location during loss of
communication or service degradation between the remote branch and the
main location.

A local Media Server for tones, announcements and conferencing reducing
the bandwidth needed between the locations.

Proxy and Session Border Controller (SBC) functionalities and security
functions like Firewall and Virtual Private Network (VPN).

Deployment on several hardware platforms: from one with a maximum
capacity of up to 50 users to one with a maximum of up to 6000 users.

Management via the main location’s OpenScape Voice CMP/Assistant and a
localized OpenScape Branch Management Portal.

Refer to OpenScape Branch VxRy Service Manual Volume 1, Installation and
Upgrades, part number A371003-H8113-J100-X-7631 for OpenScape Branch
installation instructions (where VxRy indicates the released OpenScape Branch
version, i.e. V1 R3).

2.2 Installing OpenScape Voice

2.2.1 Installation Media

The installation media is as follows:

Reference Image ISO: One USB for a simplex system and two USBs for a
redundant system

The OpenScape Voice V9 Reference Image DVD provides the following
components:

— OpenScape Voice software

— OpenScape Applications (OpenScape Voice Assistant, RG8700
Assistant, OpenScape Media Server, Customer License Manager [CLM],
Common Management Platform [CMP], Deployment Service [DLS], and
OpenScape UC Application)

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 25



Preparing for the Installation
Installing OpenScape Voice

— SuSE Linux Enterprise Server Version 12 (SLES 12) operating system,
Fujitsu-Siemens PrimeCluster, Fujitsu-Siemens Resilient Telco Platform,
SolidTech Database Engine, and other miscellaneous Unify and third-
party software

¢ OpenScape Voice V9 Installation Wizard CD

Provides several components that help you create the node.cfg file that is
used during the installation to modify the Reference Image.

* Node.cfg and response file media

One or two USB memory sticks as appropriate for the type of system (one for
a single-node system and two for a redundant system).

Note: Response files no longer need to be generated for integrated systems
and they should not be placed on USB sticks. If a response file is found on
the USB stick that file will take precedence over the file that is automatically
generated via the Image installation.

Note: An installation ISO image for each OSV node can be created and used
for the installation and upgrade procedures of an OSV virtual system. This
Installation ISO image of each OSV node includes the appropriate node.cfg
file, license, Migration Toolkit and patch sets (including emergency patch
sets). This Installation ISO image is sometimes referred to as a CD ISO
image.

¢ OpenScape Applications

The Applications are delivered as multiple ISO files. The files required for
your deployment scenario should be downloaded and installed as necessary.

For integrated systems, the OpenScape Applications are installed using the
OpenScape Voice V9 Reference Image DVD. In the case of an integrated
Simplex system installation or upgrade, response files are built automatically
as part of the installation/upgrade process. Response files no longer need to
be generated for images and are not required on USB sticks. If a response
file is found on the USB stick, that file will take precedence over the file that
is automatically generated via the Image installation.

Deployment Scenarios

The supported deployment scenarios are:
¢ Integrated Simplex

» Standard Duplex -Small deployment
e Standard Duplex - Large deployment
» Standard Duplex (Very Large)
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¢ Media server stand alone

¢ Multiple Communication Server

This document contains the installation and update procedures of
OpenScape UC Applications for the following deployment scenarios:

¢ Integrated Simplex
¢ Media server stand alone

¢ Multiple Communication Server

Note: Information for installing the OpenScape UC Application separately
(apart from the normal OpenScape Voice installation) is included in the
OpenScape UC Application Vx, Installation Instructions, Installation Guide
(where x is the software release version). There the installation procedures
for standard duplex - small, standard duplex - large and the Standard Duplex
(very large) deployments are described.

2.2.2 Prerequisites and Assumptions

The building of the network infrastructure required to support OpenScape Voice
and the network components associated with OpenScape Voice is outside the
scope of this guide. The following is assumed:

* The design and the configuration of the network infrastructure for OpenScape
Voice is complete.

e The IP addresses for OpenScape Voice and its expanded network
components have been established and are available to the installation team.

* All the information necessary for creating the node.cfg file is available and
has been provided to the installation team.

* Allinformation relevant for implementing IPsec is available and has been
provided to the installation team.

2.2.3 Backup License Recommendations

It is strongly recommended that backup license files, which Unify supplies at no
charge, be readily available. This ensures a rapid return to service if a system
restore must be performed.

Attention: OpenScape Voice may not be fully operational until these new
licenses are installed.
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Refer to the OpenScape Voice V9 Service Manual, Service Documentation for
detailed information on licensing.

2.2.4 OpenScape Voice Installation Checklist

Use the checklist as follows:
1. Make two copies of the checklist.

— Keep one copy at the installation site in a location accessible by the
installation team members.

— Keep the other copy with you as a backup in the event something
happens to the job site copy.

2. Inform the installation team members of the location of the checklist and ask
them to initial the checklist item when they complete tasks for which they are
responsible.

3. At the beginning and end of your shift each day, update your copy of the
checklist to match the copy kept at the installation site.

4. Perform only the task indicated and then return to the checklist. As an
example; if the checklist indicates Section 7.3.1 should be performed, follow
the link to Section 7.3.1, perform that task, and return to the checklist.

Note: When viewing the Installation and Upgrade Guide (IUG) with Adobe
Reader add the “Previous View” icon to the Reader toolbar. This will ease the
navigation between the checklists and associated sections of the IUG. Add the
“Previous View” icon as follows;

In Adobe Reader v9.x.x:

- Open the tools menu.

- Navigate to ‘Customize Toolbars’; this will present the ‘More Tools’ window.
- In the ‘More Tools’ window, scroll down to the ‘Page Navigation Toolbar’

- Select the ‘Previous View’ icon.

- Select ‘Okay’ in the ‘More Tools’ window.

In Adobe Reader v10.x and v11.x:

Right-click anywhere on the toolbar > Page Navigation > 'Previous View' icon.
After executing a checklist task, select the ‘Previous View’ icon in the Reader
toolbar to return to the checklist.
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Pre-installation activities: These activities should be completed prior to arriving at the customer’s installation site
to perform the physical installation tasks.

1. From SWS:

¢ Download the OpenScape Voice V9 reference image, the Installation Wizard zip file,
refer to the OpenScape Voice base software release note on G-DMS for the link to SWS,
and the OpenScape Applications ISO images required for your deployment scenario.
Refer to the latest version of the OpenScape UC Application Vx Installation and Upgrade
document for details (where x is the software release version).

Attention: Recommended practice for file transfer;

If a checksum, md5sum or sha file is delivered with OpenScape software it is a good practice
to compare the calculated value of the downloaded data against the applicable file to ensure
the integrity of the download. If necessary, third party software can be used to calculate
these values.

2. If necessary, prepare the patch sets and MOP materials. Refer to the OpenScape Voice V9
patch set release notes on G-DMS for a link to SWS and for instructions on downloading and
preparing the patch sets and MOP materials.

Obtain the V9 license activation codes.

For an integrated system only, create the response file. Refer to Section 5.2.3, “Installation/
Update Instructions for Integrated Simplex Systems”, on page 408.

Note: Integrated systems response files are built automatically as part of the installation
process. Response files no longer need to be generated for images and are not required on
USB sticks. If a response file is found on the USB stick, that file will take precedence over
the file that is automatically generated via the Image installation.

5. Create a node.cfg file.
* For non virtual machine server, refer to Section 2.6 on page 49.

¢ For avirtual machine server, refer to Section 4.3.4, “Creating a Virtual Machine Node.cfg
File”, on page 259.

On-site installation activities: These activities are performed at the local installation site and, as applicable, at
associated remote sites.

6. If necessary, install the Ethernet switches into the rack. Refer to the rack and Ethernet switch
documentation.
7. If necessary, install the servers.

* For IBM x3550 M3/M4 servers, refer to Section 3.3 on page 78 for instructions.

¢ For FTS RX200 S6/S7 servers, refer to Section 3.5 on page 180 for instructions.

Table 1 OpenScape Voice Installation Checklist
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8. Install the OpenScape Voice V9 reference image. Refer to Chapter 4 for instructions.

¢ The Virtual Machine environment installation can be found in Section 4.3, “Virtualization
Environment Setup”, on page 241.

Table 1 OpenScape Voice Installation Checklist
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9. Create a password for root and perform any other password and account management
activities. Refer to the Appendix G, “Security”. Also see Appendix H, “OpenScape Voice
Signaling Stream Security”.

Note: The active login profiles for users root and srx should not be modified. The OSV
has functionality to protect the OSV login profiles for those two users from unauthorized
changes. This is because alteration of these profiles typically causes issues to components
that automatically login to the OSV nodes in order to perform various actions (e.g., NCPE/
EZ-IP, Assistant etc.). For details refer to Section 4.5.1, “Profiles of Users root and srx”, on
page 338.

The OSV system is purged of unused non-system accounts (for security reasons). In order
to address this safely and completely it is necessary to document some pre-requisites.

The customer accounts should not conflict with the "reserved" OSV accounts (and groups)
listed below. If so, those customer accounts (or groups) should be removed.

Reserved OSV System Account IDs

Account Name | Account ID
*reserved® 501
sym 502
cdr 1001
srx 1522
solid 5000
superad 10000
sysad 10001
secad 10010
dbad 10011
*reserved® 10012
webad 10013

Reserved OSV Group IDs

Group Name | Group ID
rtpgrp 911
*reserved” 912

sym 913

dba 3020
cdrusers 3021
seclog 10001
*reserved” 10002

Any questions should be addressed to your next level of support.

Table 1 OpenScape Voice Installation Checklist
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10. Execute RapidStat to ensure the health of the OpenScape Voice system. Any Error or
Warning messages should be addressed before proceeding. Questions can be addressed
to your next level of support.

Note: During the server installation, IF you chose to configure the IMM/IRMC IP address,
Netmask and Gateway data while configuring the BIOS settings, THEN the Remote
Maintenance Controller MAY NOT have been updated with the OSV default sa_ipmi
shutdown agent credentials during the OSV installation process. This may cause sa_ipmi
test failures. Refer to step 11 of this tasklist to resolve this issue.

11. For the IBM x3550 M3/M4 and FTS RX200 S6/S7 servers: Change the default user ID and
password for the Intel Management Module account or Integrated Remote Management
Controller (iRMC) account. Refer to Section 4.5.3 on page 341.

12. For duplex systems, verify the Survival Authority and IPMI shutdown agents.

A description and functional overview of the shutdown agents can be found in Section ,
“Survival Authority and IPMI Shutdown Agents”. To verify the shutdown agents reference
Section 6.8, “Verifying the Shutdown Agents Configuration”, on page 521.

VMs are not configured with the IPMI shutdown agent.

13. For IBM x3550 M3/M4 and FTS RX200 S6/S7 servers:

During the server installation; IF you chose to configure the IMM/IRMC IP address, Netmask
and Gateway data while configuring the BIOS settings and verified the Remote Console
Startup THEN you can proceed to step 14.

IF you did not choose to configure the IMM/IRMC IP address, Netmask and Gateway data
while configuring the BIOS settings THEN you should verify the Remote Console Startup
now. Please refer to the following sections to verify the server's Remote Console Startup:

* Forthe IBM x3550 M3/M4: Refer to Section 3.3.9 on page 139.
e For the FTS RX200 S6/S7: Refer to Section 3.5.9 on page 245.

14. If applicable, change the Ethernet NICs to a fixed operation mode (the default is auto-
negotiation operation). Refer to Section 4.5.4 on page 347.

15. Check the Ethernet port assignments, refer to Section 4.5.5 on page 349.

16. If applicable, test the KVM/mouse combination. Refer to Section 4.5.6 on page 354.

17. If applicable, create and install Transport Layer Security (TLS) certificates. Refer to the
Appendix G, “Security”.

18. If necessary, apply MOPs. Refer to the MOPs for instructions.

19. If the customer is providing hardware for an external applications server, ensure that the

server is installed and meets the requirements described in Section 5.1.2, “External
(Offboard) Applications Server Hardware Requirements”, on page 404.

Table 1 OpenScape Voice Installation Checklist
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20. If the OpenScape UC Application is going to be deployed, refer to the OpenScape UC Application
Installation and Planning guides for pre-installation requirements.

21. If applicable, verify remote access for the srx user account in a Standard Duplex
configuration. Refer to Section 4.5.2, “Verify Remote Access for srx Account in a Standard
Duplex”, on page 339.

22. For standard duplex only: Install OpenScape Applications onto the external applications
server. Refer to Section 5.2, “Installation Instructions for Applications Servers”, on page 406.

23. If applicable, change the SNMP Community Names on the OpenScape Voice server. Refer
to Section 4.5.7, “SNMP Community Names on OpenScape Voice”, on page 354.

24. If the OSV licenses were not included on the Installation USB (Non VM) or the Installation ISO (VM)

download the licenses to the OpenScape Voice nodes.

* Simplex systems perform the activity of Section 9.12.1.2, “Customize Node 1”, on page 687 and
then return to Checklist ltem 25.

¢ Duplex systems must perform both the Section 9.12.1.2, “Customize Node 17, on page 687 and
Section 9.12.2.2, “Customize Node 2”, on page 690 activities. Return to Checklist ltem 25.

Hint: Verify the license data has been updated to the OpenScape voice server. After the license files
(or file in the case of a simplex system) are downloaded; wait at least 7 minutes and then display the
License Usage Indicator info via Cli.

Perform this exercise on both nodes of a duplex OpenScape Voice system.

To access the RTP Cli interface enter ‘startCli’ from the OpenScape Voice server prompt (the
OpenScape Voice server must be in state 4);

sysad@nodename: [ /home/sysad] #183
$ startCli

From the ‘Cli’ Main Menu select:
6 (Application-level Management)
1 (Softswitch Management)

1 (Softswitch Information)

10 (Software License Management)
1 (Display Usage Indicator Info)

The Usage Indicator display should reflect the values of the downloaded license files (or file in the case
of a simplex system).

Or, to enter the ‘expert’ form of RTP Cli enter ‘startCli —x’ from the OpenScape Voice server prompt
(the OpenScape Voice server must be in state 4);

sysad@ nodename: [ /home/sysad] #184
$ startCli -x
>licendpointdisplay

The Usage Indicator display should reflect the values of the downloaded license files (or file in the case
of an simplex system). Any questions should be addressed to your next level of support.

25. Import the subscriber database file using the Common Management Platform. Refer to the
OpenScape Voice Vx, Service Manual, Service Documentation (where x is the software
release version) or CMP online help for instructions.

Table 1 OpenScape Voice Installation Checklist
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26. For geo-separated deployments, refer to OpenScape Voice, Administrator Documentation,
Section "How to Configure parameters for SIP FQDN (Fully Qualified Domain Name)
Support" for instructions on how to enable FQDN support on the OpenScape Voice Server.

27. If applicable, ensure that OpenScape Voice is configured for HiPath 4000 interoperability.
Refer to the appropriate OpenScape Voice configuration documentation and HiPath 4000
documentation for instructions.

28. If applicable, ensure that the RG 8700 is installed and operational. Refer to the RG 8700
documentation for instructions.
29. If applicable, ensure that the RG 2700 is installed and operational. Refer to the RG 2700

documentation for instructions.

30. If applicable, ensure that OpenScape Voice is configured for the gateway that provides E911
functionality.

31. Ensure that the billing servers or billing clients are installed. Refer to Section 5.2.9,
“Configuring Billing Servers and Billing Clients”, on page 453.

32. For integrated systems, install any additional Media Server language(s). Reference
Appendix Q, “Guidelines for Language and Application Package adds to Simplex Systems”,
on page 903 for more details.

33. If applicable, ensure that the third-party media server, or servers, are installed and
operational.

34. If applicable, ensure that the CAP server, or servers, are installed.

35. If applicable, ensure that the ComAssistant server/application is installed and operational.

36. If applicable, ensure that the OpenScape Xpressions server/application is installed and
operational.

37. If applicable, ensure that the OpenScape Contact Center server/application is installed and
operational.

38. Ensure that optiPoint soft clients are deployed and operational.

39. Ensure that OpenStage telephones are deployed and operational.

40. If applicable, verify OpenScape Voice interoperability with the HiPath 4000.

41. If applicable, verify OpenScape Voice interoperability with the RG 8700.

42. If applicable, verify OpenScape Voice interoperability with the RG 2700.

43. Verify E911 functionality through the gateway that provides E911 functionality.

44, Ensure that the basic traffic tool is installed and configured. Refer to Chapter 10.

45, If applicable, ensure that branch survivability equipment is installed, configured, and

functioning properly. For OpenScape Branch, refer to OpenScape Branch V*/R* Service
Manual Volume 1, Installation and Upgrades, part number A31003-H8113-J100-*-7631 for
more information. If branch survivability solutions other than OpenScape Branch are
employed, refer to the appropriate documentation for the survivability solution.

Table 1 OpenScape Voice Installation Checklist
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46.

If applicable, ensure that IPsec-based connections are created for secure endpoints, SIP
endpoints, media servers, and media gateways.

Refer to Appendix G, “Security”.
(Section G.2.6, “Turn on IPsec (Internet Protocol Security) Between Servers”, on page 745
contains a doc-link to return you to this step.)

47.

At this time, it should be verified the system has been hardened as recommended by the
OpenScape Voice Vx Security Checklist Planning Guide (where x is the software release
version) . The Security Checklist Planning Guide contains the official signoff forms.

48.

After system and feature verification is complete, perform a file system backup. Refer to the
OpenScape Voice Vx, Service Manual, Service Documentation (where x is the software
release version) or CMP online help for instructions.

Table 1

OpenScape Voice Installation Checklist

2.3 Guidelines for Geographically Separated Nodes

2.3.1 Guidelines for Configuration Parameters of

Geographically Separated Nodes

If the 2 OSV nodes are installed at different locations it is recommended to

configure the nodes as follows (using the NCPE tool).

Note: References to OSV communication partner(s) are devices external to the

OSV server (e.g. a SIP phone).

2.3.1.1 Node Separation = <none, separate>

Set 'Node Separation' to 'none’ if the two nodes share the same IP networks (L2
geo separation). In case of a node failure the OSV communication partner only
needs to know one OSV IP address as it switches over to the surviving node. It
is recommended, although not required, to configure the communication partner
with 2 OSV IPs (e.g. with DNS SRV) so that they can connect to the other OSV

node in case of partial network failures.

Set 'Node Separation’ to 'separate’ to disable virtual IP failure and to allow for
node 2 to be connected to different IP subnets than node 1 (L3 geo separation).
In this case all OSV communication partners have to know the IP addresses of

both OSV nodes.
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2.3.1.2 StandAloneServiceEnabled = <yes, no>

The 'StandAloneServiceEnabled' parameter determines how the nodes of the
OSV cluster will react when they cannot communicate with each other via the x-
channel. This action will avoid a 'split brain' situation.

When 'StandAloneServiceEnabled 'is set to 'no' the split brain situation is
avoided by deactivation of one of the nodes.

If 'StandAloneServiceEnabled' is set to 'yes' both nodes will continue service in
a limited capacity.

In StandAloneService one node is Primary and the other is Secondary. When
an x-channel failure occurs;

* |P addresses of the partner are not activated (to avoid having the same
IP at two locations)

* The secondary node does not allow any provisioning (to avoid two
databases with conflicting data). The secondary node does not allow any
provisioning (to avoid two databases with conflicting data).

Attention:

- The default configuration for OSV systems with 'Node Separation’ set to
'separate’ is 'StandAloneServiceEnabled' = 'yes'.

- Setting StandAloneService to 'yes' IS NOT recommended for L2 geo
separation (because of the restriction on IP address failover).

2.3.1.3 Survival Authority = <IP address>

In case the two OSV nodes cannot communicate with each other neither via x-
channel nor the admin network, their connectivity to the Survival Authority
decides which node Survives (if 'StandAloneServiceEnabled' is set to 'no') or
which node transitions to StandAlonePrimary (if 'StandAloneServiceEnabled'
is set to 'yes').

For the Survival Authority to be useful, it should not be placed within a failure unit
that is common to either node of the cluster. If the Survival Authority fails along
with a node this may trigger the surviving node to shutdown, resulting in a total
outage; or in case of StandAloneService, go to StandAloneSecondary mode.

More Survival Authority information can be found in Chapter 6, “Survival Authority
and IPMI Shutdown Agents”.
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2.3.1.4 PreferredNodeToTakeOver = <node1, node2>

In case the two OSV nodes cannot communicate with each other via the x-
channel; the node marked as 'PreferredNodeToTakeOver' is the first node to
invoke the shutdown agent(s) to deactivate its partner node (in order to avoid the
split brain scenario). This should be the node that should survive a network
failure, e.g. because it is co-located with OpenScape UC and other OpenScape
applications.

Attention: Please note that if the 'PreferredNodeToTakeOver' experiences a
real HW failure (server crash) it will take approximately 30 seconds longer for the
partner node to take over. The reason is that the partner node waits to be killed
by the 'PreferredNodeToTakeOver' before triggering its switchover procedure.
The wait time is defined by shutdown agent timers.

2.3.1.5 Timezone is the always the same for both nodes

2.3.1.6 Cluster Timeout = 15 seconds

The default of 15 seconds should be kept. This is the time the x-channel needs
to be down before one of the OSV nodes is deactivated or the nodes enter a
standalone operation mode.

2.3.1.7 MTU X-Channel

The defaultis 1500. It should only be reduced in the rare cases where the network
connection between the nodes does not support 1500 byte packets.

2.3.2 Guidelines for Static Routes of Geographically
Separated Nodes

The following guidelines apply to static routes of geographically separated nodes.
The general rules for creating the static routes in the node.cfg file are:

* The “default router” in the node.cfg must be on the SIGNALING network
(nafo1 [bond1] subnet) of OpenScape Voice.

* In general, all static routes should be created for the Admin network for both
subnets (nafo0 [bond0]), except of the broadcast routes and the x-channel
static routes that are automatically created for the Cluster network (nafo3
[bond3]).
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* Create static routes for the SurvivalAuthority IP for both nodes.

e The '239.255.255.253 255.255.255.255 0.0.0.0 nafoQ' route is no longer
necessary. These routes were used for OpenScape Voice network broadcast
and multicast messages.

For example, assume that the SIGNALING network IP addresses on the nafo1
(bond1) subnet and that the ADMIN network IP addresses on the nafo0 (bond0)
subnet are as follows:

NN SIGNALING NETWORK ADMIN NETWORK
(bond1) (bond0)

id nafo1 nafo0

nafo group nafo_udp nafo_alias

itf1 bond1 bond0

itf2 bond1 bond0

node 1 10.5.11.10 10.5.12.10

node 2 10.5.131.20 10.5.132.20

netmask 255.255.255.0 255.255.255.0

subnet 10.5.11.0 10.5.12.0

gateway 10.5.11.1 10.5.12.1

broadcast 10.5.11.255 10.5.12.255

netmask_2 255.255.255.0 255.255.255.0

subnet_2 10.5.131.0 10.5.132.0

gateway_2 10.5.131.1 10.5.132.1

broadcast_2 10.5.131.255 10.5.132.255

Using the general rules and these network IP addresses, an example of the static
routes created using the NCPE for the node.cfg file would be as follows:

default_router: 10.5.11.1

default_router_2: 10.5.131.1

domain_name: h8k.sec

survival_authority: 10.0.242.250

first _node_rl: 10.5.132.20 255.255.255.255 10.5.12.1 nafo0
first_node bcl: 239.255.255.253 255.255.255.255 nafo3

second _node_bcl: 239.255.255.253 255.255.255.255 nafo3
second_node_rl: 10.5.12.10 255.255.255.255 10.5.132.1 nafo0

Consider the following regarding static routes:

¢ During the installation of OpenScape Voice geographically separated nodes,
you will see error messages such as "network unreachable" on your console
for the NTP server IP addresses and for all the "static route" IP addresses.

These are expected errors because the bonding devices on the OpenScape
Voice nodes are not set up at that time.
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After the bonding devices are created, these error messages will no longer be
displayed, the cluster should go to state 4 4, and the L2/L3 interconnection
test should pass successfully.

» Starting in V7, the IFgui in update mode can be used to add static routes
without causing an OpenScape Voice server outage. For details refer to
Appendix C, “Updating the Node.cfg File (Also Known as EZIP)”.
Alternatively, the ManageRoutes.pl (/etc/hiqg8000/ManageRoutes.pl) script
can be employed to Update (Add or Delete) static routes in the OpenScape
Voice systems while the system is in state 2, 3 or 4. The script is node
specific, meaning only updates to the OpenScape Voice configuration data
and O/S route data on the current node will take place. On a cluster system
the command should be repeated on the other node. As user root, enter this
command from the OpenScape Voice server command line (the resulting
output is quite extensive and can be copied for future reference);

# letc/hiq8000/ManageRoutes.pl -info

* The default filter rules of OpenScape Voice block “pinging” through the
SIGNALING network. To use “ping” through the ADMIN network, do the
following:

1. Get the bondO IP addresses of the nodes with the command:

# grep bond0 /etc/hig8000/node.cfg
2. Then use “ping” from Node1 with the command:

# ping -I <bond0_IP_nodel> <ping_ IP>

For example, assume bond0 is 10.5.12.10 for node1 and bond0 is
10.5.132.20 for Node2, issue the following command from Node1:

# ping -I 10.5.12.10 10.5.132.20
Or to “ping” with tracing, issue the command:

# ping -R -I 10.5.12.10 10.5.132.20

2.4 Source Based Routes

Source based routing is supported; where OSV sends IP packets to an IP
gateway/router based on which subnet the source IP of the packet belongs to. For
this, default gateways should be specified for the OSV IP subnets admin,
signaling and billing. If, for example, a billing gateway is specified, the OSV sends
billing files via this gateway and there is no need for the creation of static routes
to each billing server.

Another advantage of source base routing is that responses to admin requests
from a remote IP network to the OSV admin IP address are sent back via the
default admin gateway. Without this admin gateway, the response would be sent
via the default router, which is usually on the signaling network.
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Even with source based routing, there is a need for static routes because not all
OSV Software specifies a source IP to an outgoing packet to give source based
routing the necessary information. Some static routes are automatically created
by the NCPE tool at installation, but others have to be created by the installer/
craft. Generally a route is needed if the IP address of the destination is not in one
of the local subnets.

Attention: Add a route on the NCPE tool in order to route traffic from the UC IP
to the external application IP

(It is assumed that the global default router is in the Signaling subnet)

DNS

¢ |fthe DNSis on the customer OAM&P network, the static route should
employ the admin gateway as the destination.

* If the DNS is on the customer signaling network, there is no need for
a static route as the DNS traffic can route via the default router
(without a static route applied).

NTP

e |fthe NTP server is on the customer OAM&P network, the static route
should employ the admin gateway as the destination.

e If the NTP server is on the customer signaling network, there is no
need for a static route as the NTP ftraffic can route via the default
router (without a static route applied).

Billing server (unless there is a default billing gateway - in this case, the
default route of the Billing subnet will be used)

Partner x-channel (unless there is a default x-channel gateway - in this
case the NCPE creates the static route automatically)

SNMP Trap destination. In the Installation (and update modes) the NCPE
tool will automatically generate a static route when a SNMP server IP
address is added to the SNMP Servers table, but only if a default admin
gateway is defined.

Backup server (unless there is a default admin gateway - in this case the
default route of the Admin subnet will be used)

Trace Manager (unless there is a default admin gateway - in this case the
default route of the Admin subnet will be used)

Super User (CMP) (unless there is a default admin gateway - in this case
NCPE creates the static route automatically)
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— Survival Authority (unless there is a default admin gateway - in this case
the NCPE creates the static route automatically)

Note: Partner billing node (previously employed during a Split Mode
Upgrade) and partner admin are no longer required because all node to node
communication is now via the x-channel.

The following diagram represents possible static routes for an OpenScape Voice
server. The following assumptions are made for this system;

* The Admin, Signaling, Billing, and x-channel subnets have default
gateways assigned

* The global default router is in the Signaling subnet
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It is therefore highly recommended to specify default gateways via NCPE, when
preparing the node.cfg for the new release.

Notes:

* There is no source based routing for the OSV x-channel subnet. But an x-
channel default gateway is still required if the x-channel subnets of the two
nodes are different. It is used by the OSV to automatically create a static
route to the partner node x-channel IP address.
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* Even with source based routing, static routes are still required for OSV trap
destinations, NTP and DNS (the reason is that OSV software does not control
the source IP of packets sent to these devices).

* OSV automatically replicates each static route to the source based routing
table of the subnet that the router belongs to. For example, if the admin
network is 1.2.3.0 to 1.2.3.255 and if a static route to IP 4.4.4.4 is specified
via router 1.2.3.1, there will be two static routes, one in the admin source
based routing table and one in the global routing table. So even if the OSV
sends out a packet to 4.4.4.4 with source IP 2.2.2.2, it will still go via 1.2.3.1.

Note: If you arrived here from Section 2.6, “Creating a Node.cfg File”, on page
49, this link will take you back.

2.5 Flexible Ethernet circuit and IP Address Configuration

2.5.1 Overview

This feature allows for a flexible configuration of Ethernet circuits and IP
addresses.

In the extreme configuration case, an OSC Voice Server can now be installed
with one used Ethernet circuit (pair in case of redundancy) and one single IP
address, not counting the IP address of the maintenance controller (IMM, iRMC).

The remote maintenance controller IP address has to be different than any other
OSV IP (because the remote maintenance controller is on a separate Ethernet
port).

The OSV feature of flexible Ethernet circuits and IP addresses applies only to
new installations. Outage Free toolkit upgrade and toolkit migration will not
support the reduction or combination of IP addresses or Ethernet circuits of
existing installations. However, after systems are successfully upgraded, the
feature can be introduced using the IFgui Update feature. Refer to Appendix C,
“Updating the Node.cfg File (Also Known as EZIP)”.
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2.5.2 Merging of IP subnets to common Ethernet
ports

Some or all of the 4 OSV IP subnets can be merged. Each subnet is assigned to
ports as defined in Chapter 3, of this document, (in the "Connecting the Cables"
section of each platform). Chapter 3 port assignments are based on the "default"
configuration (which is described below). The following combinations are
supported:

For Duplex:

¢ All 4 subnets different (this is the default configuration): Either all 8 Ethernet
ports are used or all 4 Ethernet port pairs are used.

e Mgmt and Billing shared - Signaling and Cluster separate: Billing Ethernet
ports are not used.

¢ Mgmt, Billing and Signaling shared - Cluster separate: Billing and Signaling
ports are not used.

¢ Mgmt, Billing, Signaling and Cluster (X-channel) shared: The Billing,
Signaling and Cluster ports are not used.

e Mgmt and Cluster (X-channel) are shared - Signaling and Billing are
separate: The Cluster ports are not used.

¢ Mgmt, Billing and Cluster (X-channel) are shared - Signaling separate: The
Billing and Cluster ports are not used.

For Simplex:
* All 3 subnets different (the default): eth0, eth1, eth2 are used.
¢ Mgmt and Billing shared - Signaling separate: The Billing port is not used.

* Mgmt, Billing and Signaling shared: The Billing and Signaling ports are not
used. Only Mgmt port is used.

In the case of a flat network (NoOflnterfaces = 1 where Mgmt, Billing and
Signaling are shared (with or without a cluster configuration), the OSV routing
defaults to the Default Router listed in the NCPE. There are no default static
routes because there are no defined gateways for the Management, Signaling,
and Billing subnets but this does not mean that the craft cannot create static
routes.

For more details refer to Appendix F, “Flexible Ethernet circuit and IP Address
Configuration Examples”.
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Sharing of IP addresses

In addition to combining subnets, OSV IP addresses can be shared too with the
following restrictions:

e Shared IP addresses have to be on the same subnet.

Examples given;

Mgmt shared with Billing: In this case, the Mgmt and Billing subnets may
use the Mgmt subnet Node IP.

Mgmt, Billing and Signaling shared: In this case, the Mgmt, Billing and
Signaling subnets can use the Mgmt subnet Node IP.

For Duplex systems, IF the Cluster (X-Channel) is shared with the Mgmt
subnet, THEN the Cluster (X-Channel) IP is automatically the same as
the Mgmt subnet Node IP.

In a co-located or L2-geo-separated cluster Signaling subnet (node.cfg
parameter Node Separation = none), a virtual IP cannot be the same as
a static IP. Reference Appendix F.4, “Co-located Cluster Signaling
Subnet” for an example of this static and virtual IP configuration. The
reason is that a virtual IP moves to the partner node if the node is out of
service while a static IP does not move.

On a network separated cluster Signaling subnet (node.cfg parameter
Node Separation = separate), a virtual IP can be the same as a static IP.
Reference Appendix F, “Flexible Ethernet circuit and IP Address
Configuration Examples” for an example of this static and virtual IP
configuration.

* The remote maintenance controller IP address has to be different than any
other OSV IP (because the remote maintenance controller is on a separate
Ethernet port).

* The OSV can be configured with a local port for SIP signaling using UDP,
TCP, TLS or MTLS. The default port for UDP and TCP is 5060, and for TLS
or MTLS is 5061.
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When the OpenScape Voice IP addresses for TLS and MTLS are the
same, then port 5161 must be used for MTLS.

¢ For Integrated Simplex deployments, the Media Server SIP endpoint
shall be associated with the non-standard port numbers 5062 (SIP)
and 5063 (SIP-TLS) for signaling between OSV and the Media
Server.

Change the Integrated Media Server SIP listening ports via CMP from
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5060/5061 to 5062/5063. If you need to create a SIP endpoint for the
MS, use ports 5062/5063 as well. Update the corresponding packet
filter rules with the new port numbers.

Note: Combining/sharing subnets does not mean IP addresses have to be
combined/shared; it is an option. Defaults for new installations will share IP
addresses if the user chooses to combine/share subnets.

If the billing subnet is shared with the Mgmt subnet, the default billing IP address
is the Mgmt IP address.

For more details refer to Appendix F, “Flexible Ethernet circuit and IP Address
Configuration Examples”.

Note: Follow this link to return to: Section 7.1.2, “Flexible Ethernet circuit and IP
Address Configuration”, on page 535.
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2.5.4 Default IPs for the 4 OSV Configuration Variants

Same Same Separated | Separated
Node Subnets |Subnets |subnets Subnets Simplex 0SYE
Mode 1 Node 2 Node 1 Node 2
1.2.3.0
X%Ch Subnet| 10.1.3.0 | 10.1.3.0 1.2.3.16 |1.2.4.16
Billino 12.3.32|1.2.332| 1.2332 (12432 | 1.2.332
Subnet
a]
14
10
niot for
w3250M2
¥-Channel 10.1.3.1 | 10.1.3.2 22 23
Billing a8 39 38 39 38 f
12
12
a
12
12
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2.5.5 Default IPs for the 4 OSV configuration variants
- Case Merged Admin, Billing and Signaling Subnet

14

10
not for
H3250MI32

|
i wie | m | om |

12

12

12

12
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2.5.6 Example of a 1 IP subnet configuration with a
minimized set of IP addresses

Same Same Separated | Separated
MNode Subnets Subnets | subnets Subnets Simplex | OSVE
Node 1 Node 2 |[Mode 1 Node 2

10
not for
¥3250M2

2.6 Creating a Node.cfg File

Note: Because the network design and IP address allocations should already be
known, it is strongly recommended that you prepare the node.cfg file prior to
arriving at the customer’s installation site to perform the physical hardware and
software installation tasks.
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Refer to the OpenScape Voice V9, Network Planning Guide for information on
subnetting scheme network assignments and for the recommended cluster
addressing scheme.

Note: Source-Based IP Routing is implemented. If ‘route operations’ message
windows are presented during the Node.cfg creation, the “OK” button should be
selected. For more information regarding the Source-Based IP Routing feature as
it applies to installations, refer to Section 2.4, “Source Based Routes”.

The Flexible Ethernet circuit and IP Address Configuration feature is introduced.
This feature allows for a flexible configuration of Ethernet circuits and IP
addresses. For more details refer to Appendix F, “Flexible Ethernet circuit and IP
Address Configuration Examples”.

You create the node.cfq file by editing a node.cfg file template using the
Installation Wizard. The Installation Wizard helps to eliminate errors in the
node.cfg file that can result in problematic or failed installations.

The OSV configuration parameters which end up in the OSV IDS configuration
file (/etc/rules/osv.rules) are modified by startCli menu, and in particular are under
the Denial of Service Management submenu, where user can modify trusted
hosts configuration and service rate limits.

This sub-menu is retrievable from startCli by choosing 6 > 1> 1> 6 > 2 options.

The modifications from the user end up to the /etc/rules/osv.rules

Denial of Service Management:

Denial of Service Config Mgmt.................. 1
Denial of Service Trusted Hosts Mgmt........... 2
Denial of Service Rate Limiting Mgmt........... 3

The aforementioned parameter values should be defined as IPs and not FQDNSs,
as FQDN definition is not supported by OSV IDS service.

The Installation Wizard consists of several components: an Installation
Framework (IF), Node Configuration Parameters Editor (NCPE), hardware
definition files, IP address definition files, and other data definition files. The
Installation Wizard automatically populates fields in the NCPE (and the node.cfg
file) based on your selection in the Installation Framework screen and selections
in subsequent NCPE screens.
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The NCPE provides two modes: Wizard and Expert. The Installation Framework
component launches the NCPE in Wizard Mode after you select whether you are
doing an Install or an Update. A button at the bottom right corner of the NCPE
screens allows you to switch to Expert Mode.

Attention: Use WinZIP to extract the ncpe zip file, as other tools will not work.

Attention: In the Expert mode of the NCPE, page IP Configuration (1/5);
Updating the Management subnets or netmasks will impact the Signaling, Billing,
Cluster, and Remote Administration IP settings. If the Management subnet or
netmask IP addresses are changed please review/verify the Signaling, Billing,
Cluster, and Remote Administration settings before proceeding to another page
of the NCPE.

Attention: Input to the IP Configuration and IP Security sections of the node.cfg
will create packet filter rules that secure access to the OpenScape Voice server.

Create the node.cfg file:

Attention: The following procedure is for an initial installation of OpenScape
Voice V9. If you are upgrading to V9, refer to Chapter 7, “Overview of
Upgrades and Migrations to OpenScape Voice V9” for upgrade information
and procedures.

If you were directed to this section by a Upgrade or Migration procedure,
execute the steps as indicated in that procedure instruction. When the last
step is complete, a doclink back to your Upgrade/Migration procedure will be
provided.

2.6.1 Download the "OpenScape Voice Installation
Wizard"

Download (from SWS) the latest "OpenScape Voice Installation Wizard" zip file
that corresponds to the OSV software version you are installing.

Note: If necessary, refer to the OpenScape Voice base software release note on
G-DMS for the link to SWS to download the Installation Wizard zip file.

Recommended practices for file transfer and burning of CD/DVD media;
1. If a checksum, md5sum or sha file is delivered with OpenScape software it is
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a good practice to compare the calculated value of the downloaded data against
the applicable file to ensure the integrity of the download. If necessary, third
party software can be used to calculate these values.

2. When burning a file to a CD/DVD media use a lower burning speed (i.e.; 4x).
3. Use the 'verify' option of the burning application to ensure data integrity after
the DVD burning is complete.

Unzip the downloaded file. Now there should be a parent directory named 'ncpe-
OfflineWizard-<version_number>'. Change to the bin path located one level
below 'ncpe-OfflineWizard-<version_number>'.

For Windows systems; open (double click) the file named ifgui.cmd.

For Linux systems; open the file named ifgui.

Note: For Linux users, if needed, export the DISPLAY of the output to your PC
by entering "export DISPLAY=<IP address>:0", where the IP address of the
destination of the DISPLAY is to be sent is used. This step is done as the root
user.

The Installation Framework options screen appears.
On the Installation Framework options screen, select Install and click Next.

The Node Configuration Parameters Editor (NCPE) opens in Wizard Mode and
displays the Section 1: Configuration and Hardware (1/1) screen.

Note: X-channel and ClGroup references apply to virtual duplex deployments.

2.6.2 Section 1: Configuration and Hardware (1/1)
screen

On the Section 1: Configuration and Hardware (1/1) screen, select the values for
the following fields.

2.6.2.1 Hardware Platform

Select FTS RX 200 S6, FTS RX 200 S7, IBM x3550M3, IBM x3550M4, Lenovo
(former IBM) x3550 M5, Virtual-OSV as appropriate.

Starting in V7, if the Virtual-OSV Hardware Platform is selected, the choice of
Integrated Simplex or Standard Duplex is offered for the Configuration
parameter.
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Starting from V8R1 if FTS RX 200 S6, FTS RX 200 S7, IBM x3550M3 or IBM
x3550M4 is selected, the choice of Standard Duplex Large/ Virtual Standard
Duplex Large is offered for the Configuration parameter.

Starting from V9 if Lenovo (former IBM) x3550 M5 is selected, the Integrated
Simplex is offered for the Configuration parameter.

2.6.2.2 Configuration

Select Integrated Simplex, Standard Duplex or Standard Duplex Large, as
appropriate. If you select Integrated Simplex, Node Separation, Survival
Authority, Preferred Node to Takeover and Stand Alone Service Enabled
and X-Channel compression, parameters are removed. An OpenScape
Enterprise Express option is also presented also (this option will be read only -
not selectable).

Note: For more information see chapter "OpenScape Voice Deployment Models"
in OpenScape Voice Administrator Documentation.

2.6.2.3 Node Separation

This field appears only if you selected the duplex option.

Select the option none for co-located duplex systems or for duplex systems
where the nodes are geographically separated but still on the same IP subnets
(L2 geographically-separated systems).

Select the separate option for duplex systems where the nodes are
geographically separated and require different subnet schemes for the
management, signaling, and billing networks of each node (L3 geographically-
separated systems).

If you selected none for the Node Separation parameter, the NCPE automatically
creates static routes for Survival Authority, SNMP server and Super User IP
addresses that are outside the Management subnet address range.

If you selected separate for the Node Separation parameter, the NCPE
automatically creates static routes for Survival Authority, SNMP server and Super
User in addition to static routes for each node like admin, x-channel and RSA. To
review the static routes switch to Expert Mode and click the IP Configuration (4/
5) tab for the IPV4 routes. The IP Configuration (5/5) tab contains the IPV6 static
routes. Section 2.3, “Guidelines for Geographically Separated Nodes”, on page
35 can be used as a reference.
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Even with source based routing, there is a need for static routes because not all
OSV Software specifies a source IP to an outgoing packet to give source based
routing the necessary information. Some static routes are automatically created
by the NCPE tool at installation, but others have to be created by the installer/
craft. Generally a route is needed if the IP address of the destination is not in one
of the local subnets. For more details refer to Section 2.4, “Source Based
Routes”, on page 39.

To add static routes, switch to Expert Mode and select the IP Configuration (4/
5) tab and add the static routes in the according field. NO duplicate routes
should exist. Duplicate routes will result in Image installation failures.

The following info would be required to add this static route:
e The destination server IP address
¢ The destination IP address netmask (typically 255.255.255.255)

* For the subnet gateway IP address, refer to the IP Configuration (1/5) tab.

Note: Instead of typing the gateway IP address, you can type in nafo0, nafo1, or
nafo2. The NCPE will automatically select the default gateway for the respective
subnet (mgmt, signaling, billing).

* Forthe SNMP server example the Administration subnet gateway IP address
would be employed.

* For the Billing server example the Billing subnet gateway IP address would
be employed.

¢ The Nafo ID is automatically populated based on the subnet gateway.

Note: Instead of typing the gateway IP address, you can type in nafo0, nafo1, or
nafo2. The NCPE will automatically select the default gateway for the respective
subnet (mgmt, signaling, billing).

Any questions should be addressed to your next level of support.

In a Virtual or non-Virtual environment, the Stand Alone Service feature is
enabled by default when the node.cfg parameter Node Separation = separate
is selected. More info on the Stand Alone Service feature follows in step Section
2.6.2.9, “Stand Alone Service Enabled”, on page 55.

Note: When the separate option is selected, virtual IP migration is not possible.
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To return to the Wizard Mode, select from the menu bar File, then Wizard. There
is also a Wizard icon in the Expert mode tool bar that will switch you back to the
Wizard Mode.

2.6.2.4 Software Build ID

Select appropriate software build for your installation.

2.6.2.5 Survival Authority

This field appears only if you selected the duplex option. Enter the Survival
Authority IP address. Reference Chapter 6, “Survival Authority and [PMI
Shutdown Agents” for further details of the shutdown agents operation.

2.6.2.6 Preferred Node to Takeover

This parameter indicates which node reacts first to an x-channel failure.

The value defaults to node 2. If the x-channel fails, node 2 will be the first to call
the shutdown agents in order to "kill" node 1. Reference Chapter 6, “Survival
Authority and IPMI Shutdown Agents” for further details of the shutdown agents
operation.

2.6.2.7 Timezone

Select the appropriate time zone from the drop-down list.

2.6.2.8 Keyboard

Select the appropriate keyboard language from the drop-down list.

2.6.2.9 Stand Alone Service Enabled

The Standalone Service option is available for duplex configurations. If it is
enabled, a node that does not receive permission to take over from the Survival
Authority stays active (in Standalone Secondary mode). For more information
regarding the Standalone Service feature, refer to the OpenScape Voice VX,
Feature Description documentation, section "Survival Authority" (where x is the
software release version). Information is also available in Chapter 6, “Survival
Authority and IPMI Shutdown Agents” of this document.
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This box is present only if you selected the duplex option. Stand Alone Service is
enabled by default for all L3 geographically separated deployments (node.cfg
parameter Node Separation = separate is selected in this case). Stand Alone
Service is recommended to be enabled for L2 geographically separated
deployments as well, where the nodes are in different geographic locations but
still on the same IP subnet.

If this flag is disabled (not recommended) one node will perform a reboot
immediately upon detection of a complete interconnection failure and will stop the
reboot action at cross-connect-check step; waiting for the craft input or for the
repair of the interconnection failure.

Stand Alone Service is recommended to be disabled for co-located duplex
systems, so leave this box unchecked if you are configuring such a deployment.

Note: There is one exception for the case of Virtual geographically separated
deployments with the two nodes belonging to the same IP subnets (indicated by
node separation = none); the Stand Alone Service will not be enabled.

2.6.2.10 X-Channel Compression

This checkbox will turn on/off X-Channel Compression. The default configuration
is X-Channel Compression on. By 'checking' the box X-Channel Compression is
on. Removing the check configures X-Channel Compression off.

2.6.2.11 Cluster Timeout

The ‘Cluster Timeout’ parameter indicates how long the cluster cross channel
(AKA x-channel and cluster interconnect) can be down before the Cluster
Manager declares “Changed cross channel state to DOWN” and initiates
shutdown agent activity to prevent a split brain condition. The default value is 15
seconds for all OpenScape voice deployments. If a node to node connection
failure is less likely than a server failure (e.g.; in a co-located configuration), the
timeout should be set to 10 seconds. If the likelihood of short term connection
failures is higher, values of up to 15 seconds are recommended.
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2.6.2.12 Cluster Name, Node 1 Name and Node 2 Name

Enter the Cluster Name, Node 1 Name and Node 2 Name (if applicable).

Attention: If you were referred to this section by a V7 to V9 upgrade or migration
procedure and are updating your node.cfg for conversion to the target release, do
not make changes to the node names at this time. Refer to the upgrade or
migration procedure for the specific node.cfg changes required.

The convention in this guide for referring to the nodes is as follows:
* Node1 refers to the node identified by the Node 1 Name parameter value.

* Node2 refers to the node identified by the Node 2 Name parameter value in
the node.cfg file.

Observe the following guidelines when naming the nodes:

* The node name should not contain the underscore (_) character (for example,
node1_name). The Installation Wizard will reject a node name that contains
an underscore character.

* Do not use the following as node names:
Single characters (for example; a, b, c, 1, 2, 3), dots (...), pri, sec, dey, alias,
bond, priv, prim, cluster, node0, node1, node2, clusternode1, clusternode2,
or localhost.

* Use only lowercase alphabet and numeric characters (for example;
pchprod1, pchprod2). Do not use any symbols. Node names cannot begin
with a numeric character (for example; 1pchprod), but can use numeric
characters inside or at the end of the name (for example; pch1prod or
pchprod1).

* Node names should consist of at least four characters (more than six is
recommended) and can include up to 20 characters.

If you have questions regarding node naming, contact your next level of
support.

2.6.2.13 Assistant, Cluster Name

The Assistant parameter is auto populated with the Cluster Name, Node 1
Name and Node 2 Name values.

Click Next. The NCPE displays the Section 2: IP Configuration (1/4) screen.
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2.6.3 Section 2: IP Configuration (1/4) screen

On the Section 2: IP Configuration (1/4) screen, select the values for the
following fields.

Note: The Flexible Ethernet circuit and IP Address Configuration feature
allows for a flexible configuration of Ethernet circuits and IP addresses. For more
details refer to Appendix E, “Example data collection session with the OSV Tools”.

2.6.3.1 Share Cluster with Mgmt button

Select the associated box if the X-channel (Cluster Interconnect Group-
CIGroup) is to share the same subnet (and Ethernet ports) as the
Management Network.

This parameter was introduced with the Flexible Ethernet circuit and IP Address
Configuration feature. For more details refer to Appendix F, “Flexible Ethernet
circuit and IP Address Configuration Examples”.

When this box is selected, the CIGroup parameters will be grayed out and the
ClGroup is placed in the Management Network subnet address scheme. In this
scenario the CIGroup (X-channel) ports are not used.

2.6.3.2 Subnet Sharing

This parameter will dictate the number of Ethernet ports used and the IP
addressing schema for the subnets.

This parameter was introduced with the Flexible Ethernet circuit and IP
Address Configuration feature. For more details refer to Appendix F, “Flexible
Ethernet circuit and IP Address Configuration Examples”.

* Mgmt-Billing-Signaling-Separated: Default configuration. All 8 Ethernet
port pairs are used. Each subnet is assigned to ports as defined in Chapter 3
of this document (in the "Connecting the Cables" section of each platform).

*  Mgmt-Billing-Shared: The Mgmt and Billing subnets are merged. The Billing
ports are not used.
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* Mgmt-Billing-Signaling-Shared: Mgmt, Billing and Signaling subnets are
merged. Billing and Signaling ports are not used.

Note: IF 'Share Mgmt with X-channel' was selected THEN the CIGroup is
merged with the Mgmt subnet also. In this scenario the ClGroup (X-channel)
ports are not used.

2.6.3.3 Default Router Node 1

Enter IP address for the Default Router if required.

Note: If you selected separate for the Node Separation parameter in step 2 on
page 52, there is a Default Router Node 2 field. Ensure that the IP address for
the second subnet in the Default Router Node 2 field is correct.

2.6.3.4 Management, Signaling, Billing Networks, and CI
Group

Type the IP addresses in the Subnet and Netmask fields for the Management,
Signaling Network, Billing Network and Cluster Interconnect Group
(ClGroup).

There is an option for the user to set the Maximum Transmission Unit (MTU)
for each subnet interface. The feature is partially implemented and there are MTU
sizes that should be avoided on a duplex interface. Please refer to OSV Release
Notes for further instructions.

Note: If you selected Separate for the Node Separation parameter there are 2
additional fields (Subnet Node 2 and Netmask Node 2) for each network. The

IP addresses for the second subnet are indicated in these fields. For example, if
the management interface on Node1 is on subnet 1.2.3.0, and the second subnet
is 4, then Subnet Node 2 is 1.2.4.0.

Click Next. The NCPE displays the Section 2: IP Configuration screen (2/4).

2.6.4 Section 2: IP Configuration (2/4) screen

On the Section 2: IP Configuration (2/4) screen of the Wizard Mode, enter the
values for the following fields:
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2.6.4.1 Assistant Cluster Name

The name to be given to the cluster

2.6.4.2 Assistant/CMP

For the Assistant/CMP value enter the IP address of the SOAP Server Interface.
This will trigger the installation scripts to add the IP address to the /etc/security/
access.conf file. The Assistant/CMP parameter is intended for the IP address of
an external (offboard) Applications server. It is recommended the CMP FQDN be
included in the access.conf file access list. Refer to Section 4.5.2, “Verify Remote
Access for srx Account in a Standard Duplex”, on page 339 for more details on
this configuration.

No Assistant/CMP IP address is required for Simplex systems because the
Applications server is integrated into the OpenScape Voice system.

2.6.4.3 DNS Configuration

Enter Timeout, Attempts, Name Server IP 1, 2 and 3, Domain Name, Search
Domain 1 - 6 data as required.

2.6.4.4 NTP Configuration

Enter the NTP server FQDNSs (or IP addresses) as required.

Note: To change the NTP server or DNS configuration after the system is placed
into service, refer to Appendix C, “Updating the Node.cfg File (Also Known as
EZIP)”. Changing the NTP server or DNS configuration is done by using the
Update option of the EZIP tool as described in Appendix C. The changes to NTP
and DNS parameters will not cause a system outage.

When opening the EZIP GUI in the Update option, the fields that are related to
NTP and DNS have a green background color. The green colored background
indicates that modification to these fields will not cause a system outage.

The EZIP tool updates all the files and packet filter rules that relate to the NTP
and DNS parameters and IP addresses.

Click Next. The NCPE displays the Section 2: IP Configuration (3/4) screen.
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2.6.5 Section 2: IP Configuration (3/4) screen

2.6.5.1 Source/Static Routes

Static routes are added here. There is no limit but they must be in a sequence.
The first missing number will terminate processing.

2.6.5.2 Broadcast Routes

Broadcast routes are added here. There is no limit but they must be in a
sequence. The first missing number will terminate processing.

Note: There are different tables for node 1 and node 2. The user must enter
routes for each node to the corresponding table.

2.6.6 Section 3: IP Configuration (4/4) screen

2.6.6.1 Source/Static Routes IPv6

Static routes are added here. There is no limit but they must be in a sequence.
The first missing number will terminate processing.

Note: There are different tables for node 1 and node 2. The user must enter
routes for each node to the corresponding table.

2.6.7 Section 3: IP Security (1/2) screen

Enter IP Security parameters in Section 3: IP Security (1/2) of the Wizard Mode
as required:
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2.6.7.1 SNMP Servers

Enter the FDNs or IP addresses and ports for the OpenScape Voice Assistant
and any other SNMP server(s). Click the appropriate icon below the table to enter
more values or to remove values.

Attention: For Integrated system enter the local loopback IP address
127.0.0.1 and port 162 as an SNMP server.

2.6.7.2 License Servers

Enter the FQDNSs or IP addresses for the License Servers. Click the appropriate
icon below the table to enter more values or to remove values.

2.6.7.3 LicenseAgentPort

The default value for the License Agent Port should already be populated.

Click Next. The NCPE displays the Section 3: IP Security (2/2) screen.

2.6.8 Section 3: IP Security (2/2) screen

On the Section 3: IP Security (2/2) screen of the Wizard Mode, select the
desired SSH Algorithms from the list.

Proceed to Section 2.6.9, “Finishing the Node.cfg” to finish and save the node.cfg
file.

2.6.9 Finishing the Node.cfg
1. On the Section 3: IP Security (2/2) screen of the Wizard Mode, click the
Finish button (located on the lower right side of the NCPE).

2. The NCPE opens a Node.cfg Preview window and displays the node.cfg file
you just created for you to review.

3. After the node.cfg review is complete, click OK.
The NCPE opens a Node.cfg Save dialog box.
4. Inthe Node.cfg Save dialog box, specify where to save the file and click Save.

The NCPE displays a message box stating that the node.cfg was saved
successfully.
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5. Inthe message box indicating the node.cfg was saved successfully, click OK
and when prompted, “Do you want to exit?,”click Yes.

6. After the Installation Framework screen appears, click Finish.

Note: If you have arrived at this step from Section 4.3.4.1, “Preparation of the
node.cfg files using a Linux or Windows Environment”; copy the completed
node.cfg file to safe location. Rename the node.cfg file as node.cfg.primary.
If this is a duplex OSV, make another copy of the node.cfg named
node.cfg.secondary. Click here to return to step e on page 260, of Section
4.3.4.1, “Preparation of the node.cfg files using a Linux or Windows
Environment”.

Note: For the "Low Cost Native Hardware to Virtual Integrated Simplex
Migration"; copy the completed node.cfg file to safe location. Rename the
node.cfg file as node.cfg.primary. This file will used during the OSV Image
install on the virtual machine.

7. Copy the completed node.cfg file to the USB memory stick as
node.cfg.primary, disconnect the stick from the USB port, and label it
node.cfg.primary. For a redundant system, connect another memory stick,
copy the node.cfg to the second memory stick as node.cfg.secondary, and
label the stick node.cfg.secondary. Ensure the file was not saved with a
name that has a .cfg extension (for example: node.cfg.primary.cfg). The file
name should be without the second .cfg extension (in fact: node.cfg.primary)

Attention: If you are performing a "Low Cost to Standard Duplex Migration"
and arrived at this section from Section 9.9, “Create the Node.cfg for the
Target System (Source system = Low Cost)”, follow this link back to Section
9.2, “Create the Node.cfg for the Target System”.

Note: Patch sets can be loaded onto the memory sticks for automatic
installation during the image installation. This can be done now or at any time
before you begin the image installation. Refer to Section 2.7, “Including Patch
Sets and License files on the USB Memory Stick(s)”, on page 64 for
instructions.
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8. For anintegrated simplex only: Rename the response file that you created for
the simplex system to response.cfg.primary and copy it to the USB stick.

Attention: Integrated systems response files are built automatically as part
of the installation process. Response files no longer need to be generated for
images and are not required on USB sticks. If a response file is found on the
USB stick that file will take precedence over the file that is automatically
generated via the Image installation.

9. On the OpenScape Voice Installation Checklist, initial step 5. After you arrive
at the customer site and are ready to begin the physical installation tasks,
proceed to step 6 of the OpenScape Voice Installation Checklist.

2.7 Including Patch Sets and License files on the USB Memory Stick(s)

64

2.7.1 Loading Patch Sets onto the USB Memory
Sticks

Note: Recommended practices for file transfer and burning of CD/DVD media;
1. If a checksum, md5sum or sha file is delivered with OpenScape software it is
a good practice to compare the calculated value of the downloaded data against
the applicable file to ensure the integrity of the download. If necessary, third
party software can be used to calculate these values.

2. When burning a file to a CD/DVD media use a lower burning speed (i.e.; 4x).
3. Use the 'verify' option of the burning application to ensure data integrity after
the DVD burning is complete.

Patch sets and emergency patch sets may be loaded onto the USB memory stick
for automatic installation during the image installation as follows:

Note: A Windows PC or Linux server can be used for performing this procedure.

1. Create a /patch directory on the memory stick for node 1. This memory stick
also contains the node.cfg.primary file.

2. Create an empty file, dev.8kps, under the /patch directory.

3. Putthe patch sets and the emergency patch sets, including the SPA files, into
the patch directory. Generally, this means the needed tar files from the
latest cumulative patch set and all the tar files of the latest cumulative
emergency patch set.
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For example, if the latest image is delivered with PS07.E02 and PS12.E05 is
required as part of the image installation;

— Download cumulative PS12 including the associated SPA file.

— Download cumulative emergency PS12.E05 including the associated
SPA file.

— Place the downloaded patch sets and SPA files in the patch directory of
the USB memory stick.

Note: Including the SPA file in this step will trigger an md5sum check of the
patch sets before they are installed. A patch set md5sum check failure will be
reported to the console and the installation will abort.

If cumulative patch sets are not available, tar files of the regular patch sets
can be placed in the patch directory as well as the related tar files of the
emergency patch sets. The standard naming convention of the patch sets
must be maintained. Remember to include the patch set SPA files in
order to trigger the md5sum check during the installation.

4. For a duplex configuration, repeat this procedure to load the patch sets onto
the memory stick for node 2. This memory stick also contains the
node.cfg.secondary file.

2.7.2 Including the License file on the Installation
USB

The voice server license files can be copied onto the installation USB for
automatic installation during the image installation process. This requires the
keyword OpenScape_Voice be used in the license file name.

For Integrated Simplex only, the UC server license files can be copied onto the
installation USB for automatic installation during the image installation process.
This requires the keyword OpenScape be used in the license file name.

Note: The following are examples for naming OpenScape Voice License files and
UC license file:

00-0E-0C-E9-83-F8_0OpenScape_Voice_Vx.lic (for OSV node 1)
00-0E-0C-E9-83-F8_OpenScape_Voice_Vx_STANDBY lic (for OSV node 2)

ACP00_5CF3FCEBEOB8_OpenScape_Vx.lic (for UC in Simplex)

where Vx represents the release version (e.g., V7 for Release 7).
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Attention: It is good practice to verify the OSV license locking_id before copying
the license file to the USB. Refer to Appendix J, “Advanced Locking ID
Guidelines”, for instructions. If this is a duplex system, verify node 2 also.

1. Copy node 1's OSV license file to node 1's installation USB at the same level
as the installation file node.cfg.primary.

2. For a duplex configuration, copy node 2's OSV license file to node 2's
installation USB at the same level as the installation file node.cfg.secondary.

3. Foranintegrated simplex configuration, copy node 1's UC license file to node
2's to node 1's installation USB at the same level as the installation file
node.cfg.primary.

Note:

Click this link to return to Section 4.2.2, “Installation”, on page 232.

Click this link to return to Section 4.3.4.2, “Saving the node.cfg, license and
Patchsets to a Installation ISO Image”, on page 261.

2.8 Fix Subscriber with Global Numbering Plan (E164NANP)

66

There are some OSV systems that have subscribers with the Global Numbering
Plan (E164NANP) assigned to their profiles. This configuration is not allowed for
enterprise solutions and must be fixed in order to prevent other issues.

The purpose of the current procedure is:

1. to check if any OSV system in any version is affected by the wrong
configuration

2. to repair the wrong configuration (available for any OSV versions)
Prerequisites

This procedure that must be applied in OSV versions V7 and higher.
For V7 it can be applied in the following patch set levels:

e PS10E13 or greater e-patch

e PS21EO02 or greater e-patch

e PS23 or greater patch set
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Customers with patch set level lower than the required, must upgrade to one of
the required patch sets before starting executing the next steps. The required file
is the repairNANP. tar

2.8.1 Step 1: Check procedure
Check whether there are subscribers with the default NP (E164NANP) assigned.
All steps described below must be executed as user root:
1. Copy file repairNANP. tar to srx home directory
/unisphere/srx3000/srx
2. Change directory to srx home directory:
cd/unisphere/srx3000/srx
3. Extractfile repairNANP. tar
tar -xf repairNANP.tar
4. Change directory:
cd repairNANP

5. Execute the fixNANP.sh script using the —check option

./fixNANP -check

2.8.1.1 Output 1

If there are no subscribers with the Global Numbering Plan assigned the output
will be the following:

Checking if there are subscribers with E164NANP assigned to them...

More details will be logged in /log/
P_FIX_E164NANP_SUBS_ALL 05172013 _154828.log

All subscribers have correct Numbering Plan.

In this case the system works properly and there is no need for further actions.
You can proceed to step 5 of Step 2: Repair procedure.
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2.8.1.2 Output 2

When there are subscribers with the Global Numbering Plan assigned, the script
will inform about:

1. the Subscriber Directory Number
2. the name of the Business Group to which the subscriber belongs

3. the Numbering Plan that is assigned to this Business Group, if it can be
determined

Checking if there are subscribers with E164NANP assigned to them...

More details will be logged in /log/
P_FIX_E164NANP_SUBS_ALL 05172013 _154828.log

Error: There are subscribers with the Global Numbering Plan (E164NANP)
assigned

Subscriber: 433164115289 - BG Name: IPC_EMEA_1_01 - NP cannot be
determined for BG

Subscriber: 302108189100 - BG Name: BG_GVS_Common - NP assigned to
BG: NP_GVS_Common

There is at least one subscriber with the default NP assigned. Proceed to Step 2:
Repair procedure

2.8.1.3 Output 3

There is a possibility, especially for systems that have been upgraded from a very
old version of OSV, that the following condition may exist:

1. There are subscribers without HomeDn / OfficeCode
2. There are Business Groups without any valid Numbering Plan assigned

If any of these conditions exists, the script will provide information regarding these
invalid configurations.

Checking if there are subscribers with E164NANP assigned to them...

More details will be logged in /log/
P_FIX_E164NANP_SUBS_ALL 05172013 _154828.log
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Error: There are subscribers without HomeDn / OfficeCode.

Please create the HomeDn / OfficeCodes for these subscribers before
proceeding to any repair action.

Subscriber 302104980000 has no HomeDN

Error: There are Business Groups without any valid Numbering Plan
assigned.

Please assign a valid Numbering Plan to these Business Groups before
proceeding to any repair action.

Business Group: bg-inf-2 has no valid Numbering Plan assigned

» If there are subscriber(s) without HomeDn / OfficeCode then create the
HomeDn / OfficeCodes for these subscribers and execute Step 1: Check
procedure again.

* If there are Business Groups without any valid Numbering Plan assigned,
then create, or assign, a valid Numbering Plan to these Business Groups and
execute Step 1: Check procedure again.

2.8.2 Step 2: Repair procedure

Attention: This step should be executed only if the output of Step 1: Check
procedure is equal to Output 2 or Output 3.

Attention: Before proceeding with the next steps, ensure that you have taken a
database backup. The existence of the database backup is crucial, as it can be
used to restore the database to a working state, in case unexpected issues arise
from the next steps.

The purpose of this step is to repair the configuration for subscribers that have
the default NP (E164NANP) assigned.

All steps described below must be executed as user root. In case of a cluster the
following steps should be executed only once, at Node 1 or Node 2.

1. For OSV V7 and higher the procedure must be executed with the system in
state 3 3

Bring system down to state 3 3 with the following command:

/unisphere/srx3000/srx/startup/srxctrl 3 3

2. Execute the fixXNANP.sh script using the —repair option
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./fixNANP -repair

Important: Please be aware that you must have a backup of the database.
Do you have a backup of the database [Y/N]:

If a database backup has not been taken before the execution of the script
then type N, take a database backup and execute Step 2.2 again.

If a database backup has been taken prior to the execution of the scrip
then type Y

You will be prompted to enter a valid Numbering Plan for all Business
Groups that have at least one Subscriber with the Global Numbering Plan
(E164NANP) assigned. The script will print the Global Numbering Plan
assigned to the Business Group as well as the list of all available
Numbering Plans assigned to this Business Group.

Please enter a valid Numbering Plan Name for BG: bg-inf-1 ID: 27
Global Numbering Plan Name assigned to BG bg-inf-1 is:
NP_bg-inf-1

Available Numbering Plan Name(s) for BG bg-inf-1 are:
NP_bg-inf-1

NP_bg-inf-2

Selected Numbering Plan Name: <print the NP here>

If everything finishes successfully, the following message will appear on
the screen:

Numbering Plan corrected for selected subscribers. Update completed
successfully!

Please check routing for the Numbering Plan that you have specified,
especially when you have assigned a Numbering Plan which you have
created before you executed the script.

For OSV V7 and higher: Bring the system up to state 4 4 with the following
command:

/unisphere/srx3000/srx/startup/srxctrl 4 4

Check routing for all the Numbering Plans that you have specified, especially
if you have assigned a Numbering Plan that was created for the needs of this
procedure.

Remove unnecessary files

cd /unisphere/srx3000/srx
rm -rf repairNANP
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OpenScape Voice software has passed operability testing on the equipment
described in Section 3.1, “Computing Node”.

If you are installing a OpenScape Voice redundant system in a geographically
separated node configuration, note that the distance between the nodes is limited
by a maximum round-trip delay between the nodes of 100 milliseconds. The
theoretical maximum distance is 6,000 miles (10,000 kilometers), but the
customer’s network must be able to keep the round-trip delay between the nodes
to less than 100 milliseconds.

The Flexible Ethernet circuit and IP Address Configuration feature allows for
a flexible configuration of Ethernet circuits and IP addresses. This feature has a
direct impact on the Ethernet port configuration of and OpenScape Voice server.
In the extreme configuration case, an OpenScape Voice Server can now be
installed with one used Ethernet circuit (pair in case of redundancy) and one
single IP address. For more details, refer to Appendix F, “Flexible Ethernet circuit
and IP Address Configuration Examples”.

The following node.cfg parameters will impact the Ethernet port and IP address
configuration of the OpenScape Voice server.

a) Share Cluster (i.e., X-channel) with Mgmt check box: Select this check
box if the X-channel (Cluster Interconnect Group- ClGroup) is to
share the same subnet (and Ethernet ports) as the Management
Network. When this box is selected the CIGroup parameters will be
grayed out and the ClGroup is placed in the Management Network subnet
address scheme; the default last octet of the CIGroup IPs are ‘4’ for node
1 and ‘5’ for node 2.

e The ClGroup IPs are set to the same IP as the Node 1 (or 2) IP of the
Management network.

b) Subnet Sharing: This parameter dictates the number of Ethernet
ports used and the IP addressing schema for the Mgmt, Billing and
Signaling subnets. The following is an overview of the Subnet Sharing
choices available and how they impact the Ethernet port and IP address
configuration of the OpenScape Voice server;

 Mgmt-Billing-Signaling-Separated: Default configuration. Each
subnet is assigned to ports as defined in Chapter 3 of this document
(in the “Connecting the Cables” section of each platform).

¢ Mgmt-Billing-Shared: The Mgmt and Billing subnets are merged -
the Signaling and Cluster ports are separate. The Billing ports are not
used.
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* Mgmt-Billing-Signaling-Shared: Mgmt, Billing and Signaling
subnets are merged - Cluster ports are separate. Billing and Signaling
ports are not used.

Attention: IF "Share Mgmt with X-channel" was selected, THEN the
CiGroup is also merged with the Mgmt subnet. In this scenario, the
ClIGroup (X-channel) ports are not used.

Historically the OpenScape Voice (OSV) system was installed on a variety of
hardware servers. Many of these servers have reached end-of-sale and are no
longer supported. Please refer to Table 25 on page 531 for the currently
supported hardware servers for new installation, Upgrade or Migration.

3.1.1 IBM x3550 M3 Server

Note: The IBM x3550 M3 server has reached end-of-sale and is not available for
new installation or for Migration from other hardware servers. However, an
existing IBM x3550 M3-based OpenScape Voice can be upgraded to OpenScape
Voice V9.

The IBM x3550 M3 server can be used as the computing node in both of the
redundant configurations and the simplex configuration. The OpenScape Voice
redundant configuration consists of two IBM x3550 M3 servers.

Housed within a rack-mountable enclosure, the IBM x3550 M3 server is equipped
for OpenScape Voice as follows:

* Processor: Two 2.66 GHz 6-Core Intel Xeon 5650 CPUs

¢ Memory: 12 GB of Double Data Rate 3 (DDR3) memory

* Hard disk drive: Two 300 GB hot-swappable HDDs in RAID1
e CD/DVD drive

» Disk controller: Internal on-board RAID controller

* Ethernet interfaces

— For a single-node OpenScape Voice server: Four 100/1000BT ports
(three are used). One Dual port Gigabit Ethernet daughter card provides
two ports in addition to the two system board ports.
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— For aredundant OpenScape Voice server: Eight 100/1000BT ports. One
Dual port Gigabit Ethernet daughter card and one Quad port Gigabit
Ethernet PCI card provide six ports in addition to the two system board
ports.

* Remote supervision: One Intel Management Module with optional Virtual
Media Key (VMK)

* Universal Serial Bus (USB) ports: Four (two at the front, two at the back)

*  Power supply: Two hot-swappable AC power supplies. DC power is optional

3.1.2 IBM x3550 M4 Server

Note: The IBM x3550 M4 server is available for new installation, Upgrade and
Migration.

Note: The IBM x3550 M4 server is a newer server than the IBM x3550 M3 server
in the IBM family of x3550 servers.

Since the IBM x3550 servers are almost alike with only a few differences when it
comes to installation, most of the references in this document will indicate IBM
x3550 M3/4 meaning the section or description applies to the IBM x3550 M3 and
IBM x3550 M4 servers. If differences apply, then they will be clearly indicated as
to which server they apply to.

The IBM x3550 M4 server can be used as the computing node in both of the
redundant configurations and the simplex configuration. The OpenScape Voice
redundant configuration consists of two IBM x3550 M4 servers.

Housed within a rack-mountable enclosure, the IBM x3550 M4 server is equipped
for OpenScape Voice as follows:

* Processor: 2.50 GHz 6-Core Intel Xeon E5-2640 CPUs

*  Memory: 32 GB of Double Data Rate 3 (DDR3) memory

* Hard disk drive: Two 300 GB hot-swappable HDDs in RAID1
» CD/DVD drive

» Disk controller: Internal on-board RAID controller

* Ethernet interfaces

— For a single-node OpenScape Voice server: Four 100/1000BT ports
(three are used). One Dual port Gigabit Ethernet daughter card provides
two ports in addition to the two system board ports.
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— For aredundant OpenScape Voice server: Eight 100/1000BT ports. One
Dual port Gigabit Ethernet daughter card and one Quad port Gigabit
Ethernet PCI card provide six ports in addition to the two system board
ports.

Remote supervision: One Intel Management Module with optional Virtual
Media Key (VMK)

Universal Serial Bus (USB) ports: Six (two at the front, four at the back)

Note: When installing the OSV software, you will need to use a keyboard to
navigate through the menu. When doing so, connect the keyboard only to one
of the two front USB ports, not the rear ones. After installation you can use all
ports.

Power supply: Two hot-swappable AC power supplies. DC power is optional

3.1.3 Lenovo (former IBM) x3550 M5 Server

The Lenovo x3550 M5 is the successor of the IBM x3550 M4 server.

The Lenovo (former IBM) x3550 M5 server is deployed for two node OSV cluster
(co-located and network separated) and integrated simplex.

Housed within a 19" rack-mountable enclosure, the Lenovo x3550 M5 server is
equipped for OpenScape Voice as follows:

Processor: 2x6 core Xeon E5-2620 2.4 GHz

Memory: 32 GB (2 x 16 GB) of Double Data Rate 4 (DDR4) memory
Hard disk drive: 2 disks 300 GB, 15k, SAS

DVD drive

Disk controller: Internal on-board RAID controller

Ethernet interfaces

— 4 Gigabit Ethernet LAN on Motherboard (LoM) ports (Broadcom
BCM5719)

— 4 Gigabit Ethernet on-PCI ports (Intel 1350)

Remote supervision: One Integrated Management Module with optional
Virtual Media Key (VMK)

Universal Serial Bus (USB) ports: Five (two at the front, three at the back)
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3.1.4 Lenovo SR530

The Lenovo SR530 server is deployed for two node OSV cluster (co-located and
network separated) and integrated simplex.

Housed within a 19" rack-mountable enclosure, the Lenovo SR530 server is
equipped for OpenScape Voice as follows:

* Processor: 2 x Intel® Xeon® Silver 4110 Processor 8-core @ 2.10GHz
*  Memory: 32 GB (2x16) of Double Data Rate 4 (DDR4) memory

* Hard disk drive: Two 300GB 15K 12 Gbps SAS 2.5" HDD

» Disk controller: Internal on-board RAID controller

* Ethernet interfaces:

— 2 on motherboard standard, 2 via the 2-port Intel X722 LOM. Supported
link modes 1GbE/10GbE, but not 10Mb or 100Mb

— 4-port Intel Ethernet Server Adapter 1350-T4

* Remote supervision: One Integrated Management Module with optional
Virtual Media Key (VMK)

e Universal Serial Bus (USB) ports: Four (two at the front, two at the back)

* Power Supply: 750 W

3.1.5 Fujitsu Technology Solutions (FTS) PRIMERGY
RX200 S6 Server

Note: The FTS RX200 S6 server has reached end-of-sale and is not available for
new installation or for Migration from other hardware servers. However, an
existing FTS RX200 S6-based OpenScape Voice can be upgraded to
OpenScape Voice V9.

Note: Since the FTS RX200 servers are almost alike with only a few differences
when it comes to installation, most of the references in this document will indicate
FTS RX200 S6/S7 meaning the section or description applies to the FTS RX200
S6 and the FTS RX200 S7 servers. If differences apply, then they will be clearly
indicated as to which server they apply to.

The FTS PRIMERGY RX200 S6 server is used as the computing node in both of
the redundant configurations and the simplex configuration. The OpenScape
Voice redundant system consists of two FTS RX200 S6 servers.
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Housed within a rack-mountable enclosure, the FTS RX200 S6 server is
equipped for OpenScape Voice as follows:

* Processor: Two 2.66 GHz 6-Core Intel Xeon X5650 CPUs

¢ Memory: 12 GB of Double Data Rate 3 (DDR3) memory

¢ Hard disk drive: Two 300 GB hot-swappable HDDs in RAID1
e CD/DVD drive

» Disk controller: Internal on-board RAID controller

* Ethernet interfaces:

— For a single-node OpenScape Voice: Four 1000PT Cu Ip ports (three are
used). One Dual port Gigabit Ethernet PCI card provides two ports in
addition to the two system board ports.

— For aredundant OpenScape Voice: Eight 1000PT Cu Ip ports. One Dual
port Gigabit Ethernet PCI card and one Quad port Gigabit Ethernet PCI
card provide six ports in addition to the two system board ports.

¢ Universal Serial Bus (USB) ports: Six (three at the front, three at the back)
* Remote supervision: One Integrated Remote Management Controller (iRMC)

¢ Power supply: Two hot-swappable 110/220 AC power supplies

3.1.6 Fujitsu Technology Solutions (FTS) PRIMERGY
RX200 S7 Server

Note: The FTS RX200 S7 server is available for new installation, Upgrade and
Migration.

Note: The FTS RX200 S7 server is a newer server than the FTS RX200 S6
server FTS family of RX200 servers.

Since the FTS RX200 servers are almost alike with only a few differences when
it comes to installation, most of the references in this document will indicate FTS
RX200 S6/S7 meaning the section or description applies to the FTS RX200 S6
and the FTS RX200 S7 servers. If differences apply, then they will be clearly
indicated as to which server they apply to.

The FTS PRIMERGY RX200 S7 server is used as the computing node in both of
the redundant configurations and the simplex configuration. The OpenScape
Voice redundant system consists of two FTS RX200 S7 servers.
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Housed within a rack-mountable enclosure, the FTS RX200 S7 server is
equipped for OpenScape Voice as follows:

3.2 Ethernet Switch

Processor: Two 2.50 GHz 6-Core Intel Xeon E5-2640 CPUs
Memory: 32 GB of Double Data Rate 3 (DDR3) memory
Hard disk drive: Two 300 GB hot-swappable HDDs in RAID1
CD/DVD drive

Disk controller: Internal on-board RAID controller

Ethernet interfaces:

— For a single-node OpenScape Voice: Four 1000PT Cu Ip ports (three are
used). One Dual port Gigabit Ethernet PCI card provides two ports in
addition to the two system board ports.

— For aredundant OpenScape Voice: Eight 1000PT Cu Ip ports. One Dual
port Gigabit Ethernet PCI card and one Quad port Gigabit Ethernet PCI
card provide six ports in addition to the two system board ports.

Universal Serial Bus (USB) ports: Five (two at the front, three at the back)
Remote supervision: One Integrated Remote Management Controller (iRMC)

Power supply: Two hot-swappable 110/220 AC power supplies

An Ethernet switch, or switches, are required. The Ethernet switch requirements
are as follows:

For a single-node OpenScape Voice system: One VLAN capable switch with
at least four ports on the OpenScape Voice side, gratuitous ARP support.

For a redundant OpenScape Voice with co-located nodes: Two VLAN
capable switches in duplex configuration with two high-speed links and at
least seven ports on the OpenScape Voice side, gratuitous ARP support.

For a redundant OpenScape Voice with geographically separated nodes: Two
VLAN capable switches for each node (i.e., total of 4).

The Ethernet switch provides 24 RJ-45 copper 100/1000 FastEthernet paths for
system management, control, transfer of call detail record files, and database
maintenance and mirroring. Two Gigabit copper ports and two fiber ports deliver
two active uplinks for greater throughput and two redundant uplinks.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 77



Installing the Hardware Platform

Installing the IBM x3550 M3/M4 Servers

3.3 Installing the IBM x3550 M3/M4 Servers

3.3.1 How to use the IBM x3550 M3/M4 Server
Installation Checklist

Use the checklist as follows:

1.

Make two copies of the checklist.

— Keep one copy at the installation site in a location accessible by the
installation team members.

— Keep the other copy with you as a backup in the event something
happens to the job site copy.

Inform the installation team members of the location of the checklist and ask
them to initial the checklist item when they complete tasks for which they are
responsible.

At the beginning and end of your shift each day, update your copy of the
checklist to match the copy kept at the installation site.

3.3.2 IBM x3550 M3/M4 Server Installation Checklist

Use the following checklist to monitor the installation of the IBM x3550 M3/M4
server.

Note: The IBM x3550 M3/M4 is shipped to the site fully assembled. The firmware
is pre-loaded at the factory.

Item |Description Initials

Inventory and inspect the hardware. Refer to Section 3.3.3 on
page 79.

2. Locate the IBM x3550 M3/M4 server printed documentation and
digital media. Refer to Section 3.3.4 on page 80.

3. Install the servers into the rack. Refer to Section 3.3.5 on page
80.

Table 2 IBM x3550 M3/M4 Server Installation Checklist
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Item |Description Initials

4, Connect all cables.

* Single-node OpenScape Voice: Refer to Section 3.3.6.1 on
page 81.

¢ Redundant OpenScape Voice: Refer to Section 3.3.6.2 on
page 84.

5. Modify the SCSI RAID configuration. Refer to Section 3.3.7 on
page 90.

6. Modify the server BIOS settings: Refer to Section 3.3.8 on page
110.

7. During step 6 of this task list; IF you chose to configure the IMM/
iRMC IP address, Netmask and Gateway data while configuring
the BIOS settings THEN you can continue with the Remote
Console activation. Refer to Section 3.3.9 on page 139.

IF you chose NOT to configure the IMM/IRMC IP address,
Netmask and Gateway data while configuring the BIOS settings
THEN you must wait until the OSV installation is complete
before verifying the Remote Console Startup. Proceed to step
8 of the OpenScape Voice Installation Checklist.

Note: Step 13 of the OpenScape Voice Installation Checklist will
address the Remote Console Startup after the OSV installation
is complete.

Table 2 IBM x3550 M3/M4 Server Installation Checklist

3.3.3 Inventorying and Inspecting the IBM x3550
M2/M3/M4 Server Installation Materials

Receive the materials as follows:

1.

o & 0N

Inventory and inspect the materials.

Check for shipping damage.

Track shortages and discrepancies of materials.

Return and reorder damaged material according to local procedures.

On the IBM x3550 M3/M4 Server Installation Checklist, initial step 1 and
proceed to step 2.
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3.3.4 Locating the IBM x3550 M3/M4 Server Printed
Installation Guides and Digital Media

Collect and store in a secure location at the job site all the printed documentation
and digital media for any equipment that you will be installing. This includes, but
is not necessarily limited to the following:

¢ IBM x3550 M3/M4 server printed guides and digital media
e Ethernet switch documentation
¢ KVM (if so equipped) documentation

e Power distribution unit (PDU) or uninterruptible power supply (UPS)
documentation (if so equipped)

You might need to reference these documents/media for installation procedures,
physical characteristics of the server and other hardware components, and for
troubleshooting procedures.

On the IBM x3550 M3/M4 Server Installation Checklist, initial step 2 and proceed
to step 3.

3.3.5 Installing the IBM x3550 M3/M4 Servers into the
Rack

Install the servers into the rack as follows:

1. Refer to the IBM x3550 M3/M4 rack installation instructions to install the
servers into the rack.

2. On the IBM x3550 M3/M4 Server Installation Checklist, initial step 3 and
proceed to step 4.
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3.3.6 Connecting the Cables to the IBM x3550 M3/M4
Server

The procedures for connecting cables are different based on the type of
OpenScape Voice (single-node or redundant) as well as on the hardware type
(e.g., IBM x3550 M3 or M4).

* For cable connections of IBM x3550 M3/M4 for a single-node OpenScape
Voice, refer to Section 3.3.6.1 on page 81.

* For cable connections of IBM x3550 M3/M4 for a redundant OpenScape
Voice, refer to Section 3.3.6.2 on page 84.

Note: The Flexible Ethernet circuit and IP Address Configuration feature is
introduced. This feature allows for a flexible configuration of Ethernet circuits and
IP addresses. This feature has a direct impact on the Ethernet port configuration
of and OpenScape Voice server. In the extreme configuration case, an
OpenScape Voice Server can now be installed with one used Ethernet circuit
(pair in case of redundancy) and one single IP address. For more details, refer to
Appendix F, “Flexible Ethernet circuit and IP Address Configuration Examples”.

* For cable connections of IBM x3550 M3/M4 for a single-node OpenScape
Voice, refer to Section 3.3.6.1 on page 81.

e For cable connections of IBM x3550 M3/M4 for a redundant OpenScape
Voice, refer to Section 3.3.6.2 on page 84.

3.3.6.1 Connecting the Cables for a Single-Node IBM x3550
M3/M4

Connect the cables as follows:

1. Attach the keyboard, mouse (the IBM x3550 M3/M4 requires a USB keyboard
and mouse: a PS/2 to USB adaptor can be used in most cases), and monitor
cables to the server.

¢ Figure 1 on page 83 shows the connector locations at the back of the
IBM x3550 M3.
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*  Figure 2 on page 84 shows the connector locations at the back of the
IBM x3550 M4.

Note: If the equipment for OpenScape Voice includes a KVM, connect cables
from the keyboard, mouse, and monitor connectors on the server to the KVM
and connect the keyboard, mouse and monitor cables to the appropriate
connectors on the KVM. If necessary, refer to the KVM documentation for
assistance.

Attach the Ethernet cables.

Note: Ensure that the Ethernet switch or switches are configured for VLAN
operation. Refer to the Ethernet switch manufacturer’s documentation for
instructions.

The Ethernet connections specified here assume that the standard Ethernet
device definitions in the node.cfg file were used. If the standard was not used,
the connections will be different from those listed here. The standard Ethernet
device definitions are as follows:

e Ethernet device definitions:

— eth0_device_node1 through eth3_device_node1 are set to Ethernet
definition bnx2.

For a single-node OpenScape Voice:

e For IBM x3550 M3 server, Figure 1 on page 83 shows the Ethernet
ports at the back of server.

* For IBM x3550 M4 server, Figure 2 on page 84 shows the Ethernet
ports at the back of server.

The block of 24 Ethernet ports on the Ethernet switches are designated as
follows:

* The upper row of ports are odd numbers, 1 through 23, starting from the
left. For example, the first jack in the upper row of the Ethernet switch 0
is designated as switch0.1

* The lower row of ports are even numbers, 2 through 24, starting from the
left. For example, the last jack in the lower row of the Ethernet switch 1
is designated as switch1.24.

9 11 13 |15 (17 |19 |21 |23
2 4 6 8 10 |12 (14 |16 |18 |20 |22 |24
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Whenever possible, cable the server as prescribed in Table 3 on page 83 so
that the wiring from one single-node OpenScape Voice installation to another
is uniform.

For a single-node OpenScape Voice:

e For IBM x3550 M3 server, refer to Figure 1 on page 83 and to Table
3 on page 83 to complete the Ethernet connections.

e For IBM x3550 M4 server, refer to Figure 2 on page 84 and to Table
3 on page 83 to complete the Ethernet connections.

Connections for a Single LAN Configuration
Connection From To
Administration Port0 switch0.1
Signaling Port1 switch0.2
Billing/CDR Port2 switch0.3
IMM interconnection IMM Ethernet port switch0.4
Table 3 Ethernet Connections (IBM x3550 M3/M4 Single-Node

Server)

Not used on Simplex
Port2 Port0 Port1

IMM Ethernet Port Port3 (not used) Monitor USB Ports for
Mouse/Keyboard

Figure 1 IBM x3550 M3 Rear View for the Single-Node OpenScape Voice
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Port 2 Unused

IMM Port 0 Port 1
eth0 eth1
Figure 2 IBM x3550 M4 Rear View for the Single-Node OpenScape Voice

3. Attach the power cords to the server and to the power receptacle.

4. On the IBM x3550 M3/M4 Server Installation Checklist, initial step 4 and

proceed to step 5.

3.3.6.2 Connecting the Cables for a Redundant IBM x3550 M3/
M4

Connect the cables as follows:

1.

Attach the keyboard, mouse (the IBM x3550 M3/M4 requires a USB keyboard
and mouse: a PS/2 to USB adaptor can be used in most cases), and monitor
cables to the server.

¢ Figure 3 on page 86 shows the connector locations at the back of the IBM
x3550 M3.

* Figure 4 on page 86 shows the connector locations at the back of the IBM
x3550 M4.

Repeat this step on the other node as applicable.

Note: If the equipment for OpenScape Voice includes a KVM, connect cables
from the keyboard, mouse, and monitor connectors on the server to the KVM
and connect the keyboard, mouse and monitor cables to the appropriate
connectors on the KVM. If necessary, refer to the KVM documentation for
assistance.
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2. Attach the Ethernet cables.

Note: Ensure that the Ethernet switches are configured for VLAN operation
and the gigabit links are programmed. Refer to the manufacturer’s
documentation for instructions.

For a geographically separated node configuration in the same IP subnet
where the nodes are connected via an L2 network, each node's cluster
interconnect ports (2 and 4) must be in the same VLAN to ensure correct
bonding and creation of the cluster virtual IP addresses.

The Ethernet connections assume that the standard Ethernet device and
bonding driver definitions port mapping in the node.cfg file were used. If the
standard was not used, the connections will be different from those listed
here. The standard Ethernet device definitions and bonding driver definitions
port mapping are as follows:

* Ethernet device definitions

— eth0_device_node1 through eth3_device_node1 and
eth0_device_node2 through eth3_device_node2 are set to Ethernet
definition bnx2.

— eth4_device_node1 through eth7_device_node1 and
eth4_device_node2 through eth7_device_node2 are set to Ethernet
definition e1000.

* Bonding driver definitions port mapping
— Cluster interconnection (cluster_dev): Port3 and Port7
— System administration (bonding_dev0): Port0 and Port4
— Signaling (bonding_dev1): Port1 and Port5
— Billing/CDR (bonding_dev2): Port2 and Port6

For a redundant (duplex) OpenScape Voice:

e For IBM x3550 M3 server, Figure 3 on page 86 shows the Ethernet
ports at the back of server.

e For IBM x3550 M4 server, Figure 4 on page 86 shows the Ethernet
ports at the back of server.
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Port2 Port3 Port0 Port1 Port7  Port6 Ports  Port4

\/
USB Ports for

Figure 3 IBM x3550 M3 Rear View for a Redundant OpenScape Voice
Port7 Port6 Port5 Port4 Port 2 Port 3

eth7 eth6 ethd ethd eth2 eth3

IMM Port0 Port 1
eth0 eth1
Figure 4 IBM x3550 M4 Rear View for a Redundant OpenScape Voice

The block of 24 Ethernet ports on the Ethernet switches are designated as
follows:

e The upper row of ports are odd numbers, 1 through 23, starting from the
left. For example, the first jack in the upper row of Ethernet switch 0 is
designated as switch0.1
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¢ The lower row of ports are even numbers, 2 through 24, starting from the

left. For example, the last jack in the lower row of Ethernet switch 1 is
designated as switch1.24.

9 11 13 (15 |17 |19 |21 |23

2 4 6 8 10 |12 (14 |16 |18 |20 |22 |24

Whenever possible, cable the server as prescribed in the following tables so
that the wiring from one OpenScape Voice installation to another is uniform.

Complete the Ethernet connections as follows;

¢ Co-located node configuration

— For IBM x3550 M3, use Figure 3 on page 86 and Table 4 on page 87

to make the Ethernet connections.

— For IBM x3550 M4, use Figure 4 on page 86 and Table 4 on page 87

to make the Ethernet connections.

¢ Geographically separated node configuration

— For IBM x3550 M3, use Figure 3 on page 86 and Table 5 on page 88

to make the Ethernet connections.

— For IBM x3550 M4, use Figure 4 on page 86 and Table 5 on page 88

to make the Ethernet connections.

Different cabling is required for the geographically separated node
configuration because two Ethernet LAN switches are required at each

node location.

Connections for a Co-Located Node Configuration

Connection From To

Cluster interconnection (cluster_dev) using |Node1 Port3 |Node2 Port3

direct connect CAT-5 null cable. Node1 Port7 |Node2 Port7

Bond0 interconnection (administration) Node1 Port0 | switch0.1
Node1 Port4 | switch1.1
Node2 Port0 | switch0.2
Node2 Port4 | switch1.2

Bond1 interconnection (signaling) Node1 Port1 | switch0.3
Node1 Port5 |switch1.3
Node2 Port1 | switch0.4
Node2 Port5 |switch1.4

Table 4 Ethernet Connections; IBM x3550 M3/M4 Co-Located Node

Configuration
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Connections for a Co-Located Node Configuration

Connection From To

Bond2 interconnection (billing/CDR) Node1 Port2 | switch0.5

Node1 Porté | switch1.5

Node2 Port2 | switch0.6

Node2 Port6 | switch1.6

IMM interconnection Node1 IMM switch0.7
Ethernet port
Node2 IMM switch1.7
Ethernet port
Table 4 Ethernet Connections; IBM x3550 M3/M4 Co-Located Node
Configuration

The Ethernet LAN switch designations for a geographically separated
configuration are as follows:

¢ SwitchO and Switch1 for the Node1 location.

e Switch2 and Switch3 for the Node2 location.

Connections for a Geographically Separated Node Configuration
Connection From To
Bond0 interconnection (administration) Node1 Port0 switch0.1

Node1 Port4 switch1.1
Node2 Port0 switch2.1
Node2 Port4 switch3.1
Bond1 interconnection (signaling) Node1 Port1 switch0.2
Node1 Port5 switch1.2
Node2 Port1 switch2.2
Node2 Port5 switch3.2
Bond2 interconnection (billing/CDR) Node1 Port2 switch0.3
Node1 Port6 switch1.3
Node2 Port2 switch2.3
Node2 Port6 switch3.3
IMM interconnection Node1 IMM switch0.4
Ethernet port
Node2 IMM switch2.4
Ethernet port
Table 5 Ethernet Connections; IBM x3550 M3/M4 Geographically

Separated Node Configuration
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Connections for a Geographically Separated Node Configuration
Connection From To
Cluster interconnection (cluster_dev) Node1 Port3 switch0.6

Node1 Port7 switch1.6
Node2 Port3 switch2.6
Node2 Port7 switch3.6
Table 5 Ethernet Connections; IBM x3550 M3/M4 Geographically

Separated Node Configuration
3. Attach the links between the Ethernet switches as follows:
Co-located node configuration:
Attach two links (100BaseT) between switch 0 and switch 1.

Geographically separated node configuration with a layer 2 cluster
interconnect:

e Node1 site

— Attach one link (100BaseT or 1000BaseT) between switch 0 and
switch 1.

— Attach one link (100BaseT or 1000BaseT) between switch 0 and one
layer 2 bridge.

— Attach one link (100BaseT or 1000BaseT) between switch 1 and the
other layer 2 bridge.

* Node2 site

— Attach one link (100BaseT or 1000BaseT) between switch 2 and
switch 3.

— Attach one link (100BaseT or 1000BaseT) between switch 2 and one
layer 2 bridge.

— Attach one link (100BaseT or 1000BaseT) between switch 3 and the
other layer 2 bridge.

Geographically separated node configuration with a layer 3 cluster
interconnect:

The layer 3 IP cluster interconnect connection uses a proprietary transport
layer protocol, Internode Communication Facility (ICF), for communication. If
the cluster interconnect traffic passes through a firewall, the firewall might
block all this traffic. If this is the case, ensure that the customer has defined
custom rules in the firewalls to allow ICF traffic.

* Node1 site

— Attach one link (100BaseT or 1000BaseT) between switch 0 and
switch 1.
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— Attach one link (100BaseT or 1000BaseT) between switch 0 and one
layer 3 router.

— Attach one link (100BaseT or 1000BaseT) between switch 1 and the
other layer 3 router.

¢ Node2 site

— Attach one link (100BaseT or 1000BaseT) between switch 2 and
switch 3.

— Attach one link (100BaseT or 1000BaseT) between switch 2 and one
layer 3 router.

— Attach one link (100BaseT or 1000BaseT) between switch 3 and the
other layer 3 router.

4. Attach the 2 power cords to the server and to the power receptacles. Repeat
this step for the other node.

5. On the IBM x3550 M3/M4 Server Installation Checklist, initial step 4 and
proceed to step 5.

3.3.7 Modifying the IBM x3550 M3/M4 RAID
Configuration

The subsections below describe the procedure for setting up the internal LSI
controller and disks into a mirrored pair.

For IBM x3550 M3 RAID Configuration, refer to Section 3.3.7.1, “Modifying the
IBM x3550 M3 RAID Configuration”, on page 91.

For IBM x3550 M4 RAID Configuration, refer to Section 3.3.7.2, “Modifying the
IBM x3550 M4 RAID Configuration”, on page 97.
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3.3.7.1 Modifying the IBM x3550 M3 RAID Configuration

The LSI RAID Creation is done via the UEFI Setup Utility. The two hard disks shall

be combined into a mirrored RAID1 array. The following procedure will setup the
internal LS| controller and disks into a mirrored pair.

1. Turn on the server.

2. When the following screen is displayed (it may take up to four minutes), press
the F1 key to run the Setup program.

IBM System x.

Server Firmwarne

Licensed Malerials - Property of 1B Corp. Firrmeare conbains lcensed third party modules
Sy st 8 Srver Firmwar 00 Copyrght IBM Cerporation 2009 ALL RIGHTS RESERVED.

<F1> Setup <F2> Diagnostics <F12> Select Boot Device
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3. When the System Configuration and Boot Management screen is displayed,
the system should come up with the default UEFI settings. However to make
sure that this is the case, it's highly recommended that the defaults are
loaded.

From the System Configuration and Boot Management screen, select Load
Default Settings.

System Configuration and Boot Hanagement

Suystem Information Select this option to

System Settings load the default

Date and Time values of system
settings. The screen

Start Options might go blank for a

Boot Manager few seconds during
this process.

Systen Event Logs

User Security

Jave Settings
Restore Settings

Exit Setup

Tl=Hove Highlight <E elect Entry

Refer to the banner at the bottom of the Setup screens for information on how
to navigate the Setup program screens and manipulate the data on the
various Setup screens.

Some of the Setup screens display screen specific help in the right column of
the screen.
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4. On the System Configuration and Boot Management screen, select System
Settings. The System Settings screen is displayed:

System Settings

Iisplays and provides
vplivns v chame Lhe
Devices and 170 Poxts processor settings.
'ow
Operating Modes

ited Managenent Hodule
System Security
Adapters and HEFT Trivers
Hetwork
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5. On the System Settings screen, select Adapters and UEFI Drivers. The
Adapters and UEFI Drivers screen is displayed:

Adapters and UEFI Drivers

BIESENTESSIENERNEEICoRpIERCTENSEIGENIRIOEES | hen entering this
page for the first
time the list of
drivers which are
conpliant to UEFI 2.0
or below must be
conpiled.

Tl=Move Highlight <Enter>=Select Entry Esc=Exit

6. Press Enter to refresh the page and compile the list of drivers. The list of
adapters is displayed. As indicated in the following screenshot, scroll down to
and highlight the LSI Logic Fusion MPT SAS Driver. Now press Enter:

Adapters and UEFI Drivers

|-1-PciRoot (0x0) /Pci (0x2,0x0) /Pci (0x0,0x0) /HAC Select this option to

00 .  215E08096C, 0x0) configure the specific
device managed by a

Broadcon Gigabit Ethernet Driver driver.

|-PciRoot (0x0) /Pci (0x2,0x0) /Pci (0x0,0x1)

1-1-PciRoot (0x0) /Pri (02 ,0x0) /Pei (0x0,0x1) /HAC

00 . 215E08096E.0x0)

6500 /Scs

0x1,0x0)

Tl=Move Highlight <Enter>=Select Entry
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7. Scroll down to the LS| adapter and press Enter. The Adapter Properties
screen is displayed:

LSI Logic MPT Setup Utility 3.16.00.01

oot ler 0

Boot Support [Enabled BIOS & 0S)

= Exit Menu F1/5hift+1 = Help
- Select Iten /+ = Change Item

8. On the Adapter Properties screen, select RAID Properties. The Select New
Array Type screen is displayed:

LSI Logic MPT Setup Utility 3.10.00.01

Create IM Uolume Create Integrated Mirror Array of 2
disks plus an optional hot spare. Data
on the primary disk may be migrated.

Create Integrated Mirrored Enhanced
firray of 3 to B disks including an
optional hot spare.

ALL DATA on array disks will be DELETED?

Create Integrated Striping array of
2 to B disks.
ALL DATA on array disks will be DELETED?

Esc = Exit Menu F1/5Shift+1 = Help
Enter = Choose array tupe to create Esc = Return to Adapter Properties

9. Onthe Select New Array Type screen, select Create IM Volume. The Create
New Array screen is displayed:
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LSI Logic MPT Setup Utility 3.10.00.01

Array Type:
fArray Size(MB) :

De ntifier b

: . . (MB)

G 1BH-ESKSSTI30060338  F Bo3s LT 286102
1 TBM-ESKSST93006035S F B535 |Ii 286102

Esc = Exit Menu F1/Shift+1 = Help
Space/+/- = Select disk for array or hot spare C = Create array

10. On the Create New Array screen, use the arrow keys to select the first drive
in the pair and use the + (plus) or - (minus) key to change RAID Disk to Yes
and Drive Status to Primary. Continue to select the next drive in the pair using
the + (plus) or - (minus) key so that the drive settings are similar to the
following screen:

LSI Logic MPT Setup Utility 3.10.00.01

fArray Tupe: IH
firray Size (MB) : 2685148

Hot -]

S Fail (HB)
IBM-ESKSST93006035S  F B535 LI rinary 286102
IBH-ESKSSTY30060338  F B535 [Nol  Secondary --—- 286102

Esc = Exit Henu F1/8hift+1 = Help
Space/+/- = Select disk for array or hot spare C = Create array
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11. Press C to create the array. The mirroring takes a while; however there is no
need to wait as the mirroring will continue in the background.

12. Select Apply changes and exit menu to create the array.

13. Press Esc until you are out of the LS| Adapter Setting screens and back to
the System Configuration and Boot Management screen. Save any
configurations when prompted.

14. For a redundant system, repeat step 1 on page 91 through step 13 on page
97 on the other server. Otherwise, continue to the next step.

15. On the IBM x3550 M3/M4 Server Installation Checklist, initial step 5 and
proceed to step 6.

3.3.7.2 Modifying the IBM x3550 M4 RAID Configuration

The LSI RAID Creation is done via the UEFI Setup Utility. The two hard disks shall
be combined into a mirrored RAID1 array. The following procedure will setup the
internal LS| controller and disks into a mirrored pair.

1. Turn on the server.

2. When the following screen is displayed (it may take up to four minutes), press
the F1 key to run the UEFI Setup Utility.

IBM System x.

Server Firmwarng

i - Progrty ol IBM Corp, Formb b Contir Banod thid paety modubis
= vt Firmsware © Copyright IBM Corporabon 2008 ALL RIGHTS RESERVED.

<F1» Setup <F2» Diagnmostics <F12> Select Boot Device
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3. When the System Configuration and Boot Management screen is displayed,
the system should come up with the default UEFI settings. However to make
sure that this is the case, it's highly recommended that the defaults are
loaded.

From the System Configuration and Boot Management screen, select Load
Default Settings.

System Configuration and Boot Hanagement

System Information Select this option to

System 3ettings load the default

Date and Time values of system
settings. The screen

Start Options might go blank for a

Boot Manager few seconds during
this process.

Systen Event Logs

User Security

Jave Settings
Restore Settings

Exit Setup

Tl=Hove Highlight Select Entry

Refer to the banner at the bottom of the Setup screens for information on how
to navigate the Setup program screens and manipulate the data on the
various Setup screens.

Some of the Setup screens display screen specific help in the right column of
the screen.
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From the System Configuration and Boot Management screen, select

System Settings.

System Confliguration and Boot Hanagement

System Information

Date and Time

Start Options
Boot Hanager

System Event Logs
lser Security

Save Settings

Restore Settings

Load Default Settings
Exit Setup

Tl=Hove Highlight

Select Storage.

Adapters and UEFI Drivers
Processors

Hemory

Devices and 1/0 Ports

Power

Operating Hodes

Legacy Support

System Security

Integrated Managenent Module
Recovery

Network
Driver Health

Tl=Hove Highlight
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This selection will
take you to the Systen
Settings. Changes may
not take effect
inmediately, but
rather must be saved &
the system rebooted
before new settings
take effect.

Systen Settings

Select this option to
see all the Storage
Device options.

ect Entry

99



Installing the Hardware Platform
Installing the IBM x3550 M3/M4 Servers

6. Press Enter when you see the screen below.

Storage

Select to enter LSI
Corporation SAS MPT
Controller HIT
Configuration
fApplication

Tl=Hove Highlight

7. Press Enter when you see the screen below.

LSI SAS2 HPT Controller Configuration

Select to continue
with HII Configuration
Application

Tl=Hove Highlight <Ei ect Entry
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8. Select Controller Management and press Enter.

Configuration Options

Select to Hanage
Physical Disk Hanmagement Controller Properties.
Create / Clear
Configurations, Manage
Foreign
Configurations, and
Save Controller Events

tl=Hove Highlight
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9. Use the down arrow key and select Create Configuration. Press Enter.

If Create Configuration is not shown, THEN select Clear Configuration;

a) A 'Message' window will be presented; use the space bar to check the
Confirm option. Then use the down arrow to select Yes. Press Enter.

b) A'Message' window indicating "Operation completed successfully" will be
presented; use the down arrow to select OK. Press Enter.

c) The configuration should be cleared at this time. You will be returned to
the "Configuration Options" window and can continue from there (step 8
of this procedure).

Controller Hanagement

View Controller Properties Select to Create a
Change Controller Properties RAID Virtual Disk

Save Controller Events

Tl=Hove Highlight {Enter>=5elect Entry

10. On Controller Management > Create Configuration screen, with Select RAID
level highlighted, press Enter and use the down arrow key to change to RAID
1. Press Enter again.
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Control ler Management > Create Configuration

Select RAID level <RAID 0> Create a Virtual Disk.

Jelect Physical Disks RAID 0: 2 to 10 Disks.
RAID 1: 2 Disks. All
data on selected Disks
will be deleted?t

RAID O
RAID 1

Ti=Move Highlight =Complete Entry

11. Use the down arrow key and select Select Physical Disks. Press Enter.

Control ler Management > Create Configuration

Select RAID level <RAID 1> Select to continue the
creation process

Tl=Hove Highlight <Enter lect Entry

12. With RAID1 shown as the Selected RAID Level, use the down arrow key and
select Check All to add both disks to the array. Press Enter.
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Controller Management > Create Configuration > Select Physical Disks

Selected RAID Level RAID 1 Select to Check All
Select Interface Type <SAS> applicable Physical
Select Media Type <HDD> Disks from the list
0:1:1, SAS HDD. 279 GB [1]
0:1:0, SAS HDD, 279 GB [1

Uncheck All
Apply Changes

Tl=Hove Highlight {Enter>=Select Entry

13. Use the down arrow key and select Apply Changes. Press Enter.
Controller Management > Create Configuration > Select Physical Disks

Selected RAID Level RAID 1 Select to continue the
Jelect Interface Type <3AS> creation of the
Select Hedia Type <HDD> Virtual Disk
B:1:1, SAS HDD, 279 GB ¥l

0:1:0, SAS HDD, 279 GB [l

C All

Uncheck All

Ti=Hove Highlight <Ente elect Entry
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14. Use the space bar to check the Confirm option. Then use the down arrow
and select Yes. Press Enter.

Hessage

Creating a Configuration (Uirtual Disk) may take Select to continue
a few ninutes to complete.

Confirm [¥1

with Yes

No

Ti=Hove Highlight Select Entry

15. Use the down arrow and select OK. Press Enter.

Message

Operation completed successfully Press OK to continue

T1=Move Highlight >=Select Entry Esc=Exit
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16. Select Virtual Disk Management. Press Enter.

Configuration Options

Control ler Management Select to Hanage
Virtual Disk

Physical Disk Management Properties, Uiew
fissociated Physical
Disks, Hanage Global
Hotspares, and Perform
Operations on Uirtual
Disks

Tl=Hove Highlight <E ct Entry

17. Select Manage Virtual Disk Properties and press Enter.

Uirtual Disk Management

Select to View Virtual
Select Uirtual Disk Dperations Disk Properties and
Associated Physical
Disks, and to Manage
Global Hotspare Disks

Ti=Hove Highlight <Ente ect Entry

[T] Informational Event(s) Detected. Check POST Event Uiewer
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18. Verify that RAID Level is set to RAID 1 and Virtual Disk Status is set to
Optimal.

Press Esc to return to previous screen.

Virtual Disk Hanagement > Manage Uirtual Disk Properties

Select Uirtual Disk Uolune 181> Select a Uirtual Disk
to view its properties

Virtual Disk Properties

Virtual Disk ID 181

RAID Level RAID 1

Uirtual Disk Status Optimal

Virtual Disk Capacity 278 GB

Uirtual Disk Policies UriteCache Disabled

View Associated Physical Disks
Manage Global Hotspare D

Tl=Hove Highlight <Ente ect Entry

[I] Informational Event(s) Detected., Check POST Event Viewer

19. Select Select Virtual Disk Operations and press Enter.

Uirtual Disk Management

Manage Uirtual Disk Properties Select to Manage
Uirtual Disk Operations

Tl=Hove Highlight ct Entry

[I] Informational Event(s) Detected., Check POST Event Viewer
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20. Verify the disk is either initialized or going through the init process (as in the
screen below).

Virtual Disk Management > Select Uirtual Disk Operations

Select Uirtual Disk Uolume 181> Select a Virtual Disk
Start Locate / Blink to manage

Stop Locate / Unblink

Delete Virtual Disk

Virtual Disk Operations
Operation in Progress BackgroundInit

Operation Pending None
erations {None>
Operation Progress (/) [11
Is Operation in Progress Yes
Start Operation

Tl=Hove Highlight
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21. Press the Esc key several times to back up to the main window (i.e., "System
Configuration and Boot Management" screen). Use the down arrow key and
select Save Settings. Press Enter.

System Configuration and Boot Hanagement

Systen Information Select this option to

Systen Settings save the changes and

Date and Time comnit them to IHM.
The screen might go

Start Options blank for a few

Boot Manager seconds during this
Process.

Systen Event Logs

User Security

Restore Settings
Load Default Settings
Exit Setup

Ti1=Move Highlight 2lect Entry

The system now has a mirrored RAID array of 2 disks.

22. For a redundant system, repeat step 1 on page 97 through step 21 on page
109 on the other server. Otherwise, continue to the next step.

23. On the IBM x3550 M3/M4 Server Installation Checklist, initial step 5 and
proceed to step 6.
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3.3.8 Modifying the IBM x3550 BIOS Settings

The subsections below describe the procedure for modifying the BIOS settings.

For IBM x3350 M2/M3 BIOS settings, refer to Section 3.3.8.1, “Modifying the IBM
x3550 M3 BIOS Settings”, on page 110.

For IBM x3350 M4 BIOS settings, refer to Section 3.3.8.2, “Modifying the IBM
x3550 M4 BIOS Settings”, on page 123.

3.3.8.1 Modifying the IBM x3550 M3 BIOS Settings

Attention: This text applies to native OpenScape Voice installations only, not
virtual machine installations. It is not recommended to update the IMM/iRMC
IP address, Netmask, or Gateway address settings with the BIOS before the
OSYV image installation.

More information is provided in the appropriate step for the BIOS configuration.

Modify the BIOS settings for IBM x3350 M3 as follows:

1. If you are not currently in the Setup program, reboot the server (either cycle
the power or press the Ctrl-Alt-Del keys simultaneously).

Press F1 at the screen prompt to run the Setup program. The System
Configuration and Boot Management screen is displayed:

Systen Configuration and Boot Management

This selection
Justem Settings displays the basic
Date and Time details of the Systen.

Start Dptions
Boot Manager

Sustem Event Logs
User Security

Save Settings

Restore Settings

Load Default Settings
Exit Setup

Tl=Move Highlight <Enter>=Select Entry <ESC>=Exit Setup
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Refer to the banner at the bottom of the Setup screens for information on how
to navigate the Setup program screens and manipulate the data on the
various Setup screens.

Some of the Setup screens display screen specific help in the right column of
the screen.

2. Onthe System Configuration and Boot Management screen, select Date and
Time. The Date and Time screen is displayed:

Date and Time

System Date [B9& 10720091 Use the +/- keys from

Susten Tine [19:28:131 the numeric keypad to
set the month. day and
year (2000 - 2099) .
The date is saved as
it is set.

tl++=Move Highlight +/~ =Ad just Value Esc=Exit

3. Ensure that the date and time settings are correct; change them as
necessary. Press Esc to return to the System Configuration and Boot
Management screen.
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Information.

4. On the System Configuration and Boot Management screen, select System

System Configuration and Boot Management

System Information
System Settings
Date and Time

Start Options
Boot Manager

System Event Logs

User Security

Save Settings

Restore Settings

Load Default Settings
Exit Setup

ti=Houve Highlight

Select this entry to
display general
information about the
Processors. memory.
and firmware
conponents of the
systen.

elect Entry
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5. On the System Information screen, select Product Data. The Product Data
screen is displayed.:

Product Data

Host Firmware

D6E124AUS
Uersion 1.01
Build Date 04/30/2009

Integrated Management Module

Build ID YUDO19E
Uersion 1.01

Build Date 03/22/2009

Diagnostics

Build 1D DRYT32A
Uersion 1.14

Build Date 04/09/2009

T1=Move Highlight

For the IBM x3550 M3 server, verify that the version levels of the Host
Firmware, IMM, Diagnostics and CRTM are at least the levels listed in the
Product Data screen shown below:

Product Data

Host Firmware (UEFI)
1.07
Build ID D6E145FUS
Build Date 04/26/2010

Integrated Hanagement Hodule
Uersion 1.12
Build ID YUDo&?C
Build Date 04/16/2010

Diagnostics
Uersion j.e1
Build ID DSYTROK
Build Date 02/25/2010

Tl=Hove Highlight
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Product Data

Integrated Management Module
Uersion 1.32
Build ID YUDDDAG
Build Date 02/10/2012

Diagnostics
Uersion 4.01
Build ID DSYT920

Build Date 02/01/2012

CRTH
Uersion 1.14
DeCPSEBUS
Build Date 02/02/2012

T1=Move Highlight

6. Press Esctwice to return to the System Configuration and Boot Management
screen.

7. On the System Configuration and Boot Management screen, select Boot
Manager.

System Configuration and Boot Management

System Information Select this entry to

System Settings define or modify start

Date and Tine options or to boot
from a specific

Start Options media/file.

System Event Logs
User Security

Save Settings
Restore Settings

Load Default Settings
Exit Setup

tl=Hove Highlight : elect Entry
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8. From the Boot Manager screen, select Delete Boot Option and press Enter.

Boot Mamager

Prinary Boot Sequence Will be valid on next
fidd Boot Option boot .

pelete Boot Option

Change Boot Order

secondary (HWOL) Hoot Sequence
Add WOL Boot Option

Delete WOL Boot Option

Change WOL Boot Order

Boot From File
Select Next One-Tine Boot

Reset Systen

9. Using the space bar, select Floppy Disk and PXE Network for removal:

Delete Boot Option

CD/DUD Rom Comnit Changes.
Floppy Disk
Hard Disk 0
PXE Network

Select Commit Changes and press Enter.

Press ESC to go back to the Boot Manager screen. The system should now
only boot first from CD/DVD then Hard Disk (0).
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10.

1.

12.

If there are any other boot options (e.g., from a previous installation), they
should be removed as well. (It is recommended to verify this by checking the
boot order.

Select Add Boot Option -> Generic Boot Option and select Legacy Only.

Press Esc twice to go back to the Boot Manager screen.

Select Change Boot Order and view the currently set boot order. If only CD/
DVD first, then Hard Disk (0) and Legacy Only are shown, do not make any
changes.

Press Esc twice to go back to the System Configuration and Boot
Management screen.

If you are setting up the BIOS of the IBM x3550 M3, proceed to the next step
to disable the processors’ hyper-threading capability.

Attention: Steps 13 through 15 are only applicable to the IBM x3550 M3
server.
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13. On the System Configuration and Boot Management screen, select System

Settings.

System Configuration and Boot Management

Sustem Informatiom
Date and Time

Start Options
Boot Hanager

System Event Logs
User Security

Save Settings
Restore Settings

Load Default Settings
Exit Setup

t1=Move Highlight

Select this entry to
modify the curremt
configuration of the
systen

lect Entry

14. On the System Settings screen, select Processors.

Processors

Hemory

Devices and I/0 Ports

Pouwer

Operating Modes

Legacy Support

Integrated Management Module
System Security

Adapters and UEFI Drivers
Network

Ti=Hove Highlight
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15. On the Processors screen, use the arrow keys to move down to Hyper-
Threading. Set Hyper-Threading to Disable.

All CPU Pac 5
Performance States
Turbo Hode
Power C-5tates
C1 Enhanced Mode
Report to OS
ACPT > limit
Uirtualization
UT-d
Cache Data Prefetch
Data Reuse
QPI Link Speed Select
Execute Disable
Hyperthreading

t1=Move Highlight

Processors

<Enable>
<Disable>
<Disable>
<{Enable>
<Disahle>
<ACPT C3>
<Enable>
<Disabhle>
<Enable>
<Enable>

This item allows the
hyperthreading feature
to be enabled on all
processors which
support this feature.

Changes to this option
require a power reset
to become effective.

{Max Perfornance>

<Enable>

lect Entry

Press the Esc key to return to the System Settings screen.

16. On the System Settings screen, select Integrated Management Module.

Processors

Hemory

Devices and I/0 Ports
Power

Operating Modes
Legacy Support

System Security

fdapters and UEFI Drivers
Network

T1=Hove Highlight

Systen Settings

Select this option to
configure the iMH.
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17. On the Integrated Management Module screen, select Network
Configuration.

Integrated Hanagement Module

POST Watchdog Timer [1 Select this option to
PDST Watchdog Timer Ualue [5] configure your IHH
Reboot System on NMI <Enable> netuwork settings.

Commands on USB Interface Preference

Reset IMM to Defaults

Reset IMM

t1=Move Highlight
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18. On the Network Configuration screen, do the following:

e Set Hostname to the relevant value
e Set DHCP Control to Static IP

* Select Save Network Settings and press Enter.

Network Configuration

Network Interface Port Dedicated> Set your DHCP Control
Burned-in MAC Address 5C-F3-FC-E0-E0-B9 preferences.
Hostname IMH-5CF3FCEOEORI

DHCP Control

IP Address 10.235.96.10
Subnet Mask 255.255.255.0
Default Gateway 10.235.90.1

IPb <Disahle>
Local Link Address 3
Save Network Settings

t1=Hove Highlight <Ent ect Entry ;

Attention: This text applies to native OpenScape Voice installations only, not
virtual machine installations

It is NOT recommended to configure the IMM/iRMC IP address, Netmask,
and Gateway address settings now (with the BIOS settings) before the OSV
image Installation. The reason is to allow the Remote Maintenance
Controller to be updated with the default OSV sa_ipmi shutdown agent
credentials by the installation process.

IF you choose to configure the IMM/IRMC IP address, Netmask and Gateway
now, THEN the Remote Maintenance Controller MAY NOT be updated with
the OSV default sa_ipmi shutdown agent credentials during the OSV
installation process. This may cause sa_ipmi test failures. If this situation
occurs, step 11 of the OpenScape Voice Installation Checklist should resolve
the issue.

Any questions should be addressed to your next level of support.
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19. Hit the Esc key three times to return to the System Configuration and Boot
Management screen.

20. On the System Configuration and Boot Management screen, select Save
Settings.

System Configuration and Boot Management

System Information Select this entry to

System Settings permanently commit any

Date and Tine pending changes to the
systen configuration.

Start Options

Boot Hanager The screen may go
blank for a few

System Event Logs seconds during this

User Security Process.

Restore Settings
Load Default Settings
Exit Setup

tl=Hove Highlight g : ect Entry

21. On the System Configuration and Boot Management screen, select Exit
Setup and press Enter.

System Configuration and Boot Management

System Information Select this option to
System Settings exit Setup.
Date and Time

Start Options
Boot Hanager

System Event Logs
User Security

Save Settings
Restore Settings
Load Default Settings

t1=Move Highlight {Enter> ect Entry

22. Type Y to exit the Setup program and boot the system.
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Do vou want to exit Setup Utili
| |

Exit Setup Utility
SC> Return to Setup Utility

23. For a redundant system, repeat step 1 on page 110 through 22 on page 121
on the other server. Otherwise, continue to the next step.

24. On the IBM x3550 M3/M4 Server Installation Checklist, initial step 6.

25. On the OpenScape Voice Installation Checklist, initial step 7 and proceed to
step 8.
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3.3.8.2 Modifying the IBM x3550 M4 BIOS Settings

Attention: This text applies to native OpenScape Voice installations only, not
virtual machine installations. It is not recommended to update the IMM/iRMC
IP address, Netmask, or Gateway address settings with the BIOS before the
OSV image installation.

More information is provided in the appropriate step for the BIOS configuration.

Modify the BIOS settings for IBM x3350 M4 as follows:

1. If you are currently in the Setup program, then proceed to the next step.

If you are currently not in the Setup program, reboot the server (either cycle
the power or press the Ctrl-Alt-Del keys simultaneously).

Press F1 at the screen prompt to run the Setup program. The System
Configuration and Boot Management screen is displayed:

IBM System x.

Server Firmware

Licanaad MElerials - Propacty of 1B Corp. Frmmaing contirs Boonibid thind paty modulis.
Systam 2 Sorver Firmwarn © Copyreght IBM Corporabion 2009 ALL RIGHTS RESERVED.

<F1> Setup <F2» Diagnostics <F12> Select Boot Device
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2. When the System Configuration and Boot Management screen is displayed,
the system should come up with the default UEFI settings since the default
settings were loaded in step 3 on page 204 of Section 3.3.7.2, “Modifying the
IBM x3550 M4 RAID Configuration”.

If it wasn't done, then it is highly recommended that the defaults are loaded
now.

From the System Configuration and Boot Management screen, select Date
and Time and press Enter.

System Configuration and Boot Management

Systen Information Select this option to
System Settings set the local Date and
Time of the system.

Start Optioms
Boot Manager

System Event Logs

User Security

Save Settings
Restore Settings
Load Default Settings
Exit Setup

Tl=Move Highlight elect Entry

Refer to the banner at the bottom of the Setup screens for information on how
to navigate the Setup program screens and manipulate the data on the
various Setup screens.

Some of the Setup screens display screen specific help in the right column of
the screen.
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3. On the Date and Time screen, ensure that the date and time settings are
correct; change them as necessary. Press Esc to return to the System
Configuration and Boot Management screen.

Date and Time

System Date 10/2003 Use the +/- keys from

Systen Time 19:28:1: the nureric keypad to
set the mowth. day and
year (2000 - 2099) .
The date is saved as
it is set.

Tl4+=Houe Highlight +/~ =fAd just Value
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4. From the System Configuration and Boot Management screen, select
System Information and then Product Data.

Once in the Product Data screen, verify the versions of the Host Firmware,
IMM, Diagnostics and Core Root of Trust are at least the levels listed below:

Product Data

DTE120CUS
Uersion 1.20
Build Date 08/23/2012

Integrated Hanagement Hodule

Build ID 1A00320
Uersion 1.65

Build Date BE/06/2012

DSYTA4B
Uersion 9.24
Build Date 68/10/2012

Ti=Move Highlight

Product Data

Core Root of Trust

Build 1D DTE120CUS
Uersion 1.20
Build Date 0B/23/2012

Ti=Hove Highlight
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If any of the Versions are not up to the levels listed (or higher), consult the
IBM System X Documentation for information concerning the update of
drivers and firmware.

Press Esc twice to return to the System Configuration and Boot Management
screen.

5. From the System Configuration and Boot Management screen, select Boot
Manager and press Enter.

System Configuration and Boot Management

System Information This selection will
System Settings allow you to change
Date and Time boot parameters and

boot from file.
Start Options

System Event Logs
User Security

Save Settings

Restore Settings

Load Default Settings
Exit Setup

Tl=Hove Highlight ct Entry

[I] Informational Event(s) Detected., Check POST Event Viewer

6. Select Add Boot Option -> Generic Boot Option and select Legacy Only.

Press Esc twice to go back to the Boot Manager screen.

7. From the Boot Manager screen, select Delete Boot Option and press Enter.
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Boot Manager

Primary Boot Sequence Will be valid on next
fidd Boot Option boot .

Change Boot Order

Secondary (WOL) Boot Sequence
fAidd WOL Boot Optiom

Delete WOL Boot Option

Change WOL Boot Order

Boot From File
Select Next One-Time Boot

Reset System

Ti=Hove Highlight {Enter>=Select Entry

8. Using the space bar, select Floppy Disk and PXE Network for removal:

Delete Boot Option

CD/DUD Rom [1] Commit Changes.
Floppy Disk ¥l
Hard Disk @ [1
PHE Metwork [l

Tl=Hove Highlight {Enter>=5Select Entry

Select Commit Changes and press Enter. The system should now only boot
first from CD/DVD then Hard Disk (0), Hard Disk (1) and Legacy Only. If there
are any other boot options (e.g., from a previous installation), they should be
removed as well (It is recommended to verify this by checking the boot order).

Press ESC to go back to the Boot Manager screen.

A31003-H8090-J100-55-7631, 08/2024
128 OpenScape Voice V9, Installation Guide



Installing the Hardware Platform
Installing the IBM x3550 M3/M4 Servers

9. Select Change Boot Order and view the currently set boot order. If only CD/
DVD first, then Hard Disk (0) are shown, do not make any changes. Press
Esc to go back to the Boot Manager screen.

Press Esc to go back to the System Configuration and Boot Management
screen.

10. Select System Settings and press Enter.

System Configuration and Boot Management

This selection will
take you to the System
Settings. Changes may
not take effect

System Information

Date and Time

Start Options
Boot Hanager

System Event Logs
User Security

immediately, but
rather must be saved &
the system rebooted
before new settings
take effect.

Save Settings

Restore Settings

Load Default Settings
Exit Setup

Tl=Hove Highlight <Enter> ect Entry

[I1 Informational Eventis) Detected. Check POST Event Uiewer
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11. On the System Settings screen, select Processors and press Enter.

System Settings

Processors Displays and provides
Memnory options to change the
Devices and I/0 Ports processor settings.
Power

Operating Modes

Legacy Support

Integrated Management Module

System Security

Adapters and UEFI Drivers

Network

T1=Hove Highlight Select Entry ;

12. On the Processors screen, verify the following default values have been set.
Make sure to use the down arrow key to scroll down to verify the second part
of the screen.

Processors

<Enable> Enabling turbo mode

<Enable> can boost the overall
CPU performance when
¢Enable> all CPU cores are not
init <ACPI C3> being fully utilized.
<Enable> A CPU core can run
<Enable> above its rated
Execute Disable Bit <Enable> frequency for a short

Intel Virtualization <Enable> period of time when it
Technology is in turbo mode.
Hardware Prefetcher <Enable>

fAid jacent Cache Prefetch <Enable>

DCU Streamer Prefetcher <Enable>

DCU IP Prefetcher <{Enable>

Ti=Move Highlight £ ect Entry
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Processors

Direct Cache Access (DCA) KDISaBIES Enables Direct Cache
Cores in CPU Package <ALl> ficcess
(PT Link Freguency <{Hax Performance>

Ti=Hove Highlight 2lect Entry

Once the parameters have been verified (and if necessary modified if they
deviate from the values in the screens above), the "Hyper-Threading" feature
must be disabled as described in the next step.

13. On the first part of the Processors screen, select Hyper-Threading and press
Enter. Set Hyper-Threading to Disable.

Processors

<Enable> Enables Hyper
<{Disable> Threading (Software
Hethod to

<Enable> Enable/Disable Logical
<ACPI C2> Processor threads) .

C <{Disable>

Hyper-Threading

Execute Disable Bit <{Enable>

Intel Virtualization <{Enable>

Technology

Hardware Prefetcher <{Enable>

Ad jacent Cache Prefetch <Enable>

DCU Streamer Prefetcher <{Enable>

DCU IP Prefetcher <Enable>

T1=Hove Highlight
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14. On the second part of the Processors screen, ensure the QPI Link
Frequency is set to Max Performance.

ate Limit

Execute Disable Bit
Intel Virtualization
Technology

Hardware Prefetcher

Ad jacent Cache Prefetch
DCU Streamer Prefetcher
DCU IP Prefetcher

Direct Cache Access (DCA)
Cores in CPU Package

(PI Link Frequency

Tl=Hove Highlight

Press Esc to return to the System Settings screen.

Processors

<Enable>
<ACPI C3>
<Enable’
<{Disable>
<Enable>
<Enable>

<Enable>
<Enable>
<Enable’
<Enable>
<Disahle>
<ALl

15. Select Operating Modes and press Enter.

Adapters and UEFI Drivers
Processors

Memnory

Devices and I/0 Ports
Power

Legacy Support
Suystem Security

System Settings

Integrated Management Module

Recovery
Storage
MNetwork
Driver Health

Tl=Hove Highlight

Jelect the desired CPU
QPI link frequency.
Maximum Performance
node maximizes
performance. Balanced
mode offers a balance
between performance
and power. Minimal
power maximizes power
sauings -

Select the operating
node desired based on
your preference.
Note., power savings
and performance are
also highly dependent
on harduware
configuration and the
software ruming on
the system.

[T] Informational Event(s) Detected. Check POST Event Uiewer

16. Select Choose Operating Mode and select Maximum Performance.
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Operating Hodes

Choose Operating Mode Select the operating
node based on your

preference. Power
ings and
Hinimal Power formance are also
Efficiency - Favor Power hly dependent on
C1 Enhance Mo Efficiency - Favor Performance dware and software
OPI Link Frequency Custon Mode ning on the systen.
Haximum Performance n a preset mode is
ected. the
e Linit <ACPI C3> lou-level settings are
> Bias {Platforn not changeable and
Control led> will be grayed out.
Platform Controlled Type <Efficiency - Favor

Ti=Hove Highlight <Enter>=Complete Entry

[T] Informational Event(s) Detected., Check POST Event Uiewer

Press Esc to return to the System Settings screen.
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17. On the System Settings screen, select Memory and press Enter.

System Settings

Adapters and UEFI Drivers Displays and provides

Processors option to change the
Memory Settings

Devices and I/0 Ports

Power

Operating Modes

Legacy Support

System Security

Integrated Hanagement Hodule

Recovery

Storage

Network

Driver Health

Tl=Hove Highlight ct Entry

[I1 Informational Eventis) Detected. Check POST Event Uiewer

18. On the Memory screen, make sure to verify the system has come configured
with 32 GB of memory.

System Memory Details Provides status of

System Hemory.
Total Hemory Size
Memory Voltage

Menory Hode ¢Independent>
Memory Speed {Max Performance>
Hewory Power Management {Disable>

Socket Interleave <NUHA>

Patrol Scrub <Enable>

Memory Data Scrambling <Enable>

Page Policy <Adapt ive>

T1=Move Highlight <E ¢t Entry

Once verified, press Esc to return to the System Settings screen.
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19. On the System Settings screen, select Integrated Management Module.

System Settings

Adapters and UEFI Drivers Select this option to
Processors configure the iHH.
Memory

Devices and I/0 Ports

Power

Operating Modes

Legacy Support

System Security

Recovery
Storage
Network
Driver Health

Ti=Hove Highlight <Enter 2ct Entry

20. On the Integrated Management Module screen, select Network
Configuration.

Integrated Management Module

Select this option to
Power Restore Policy {Restore> configure your IMH
Commands on USHB interface <Disabled> network settings.

Network Configuration
Reset IMM to Defaults

Reset IHH

Tl=Hovwe Highlight {Enter>=Select Entry
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21. On the Network Configuration screen, do the following:
e Set Hostname to the relevant value
e Set DHCP Control to Static IP

* Use the down arrow to scroll down to the next page and select Save
Network Settings. Press Enter.

Network Configuration

Network Interface Port {Dedicated> Set your DHCP Control
jurned-in HAC Address 6C-AE-BB-4E-C5-TE preferences.
Hostname %x3550M4_Nodel

DHCP Comtrol KStatic I
IP Address 10.235.48.10
Subnet Mask 255.255.255.0
Default Gateway 10.235.48.1

IP6 <Enabled>
Local Link Address FEBO: :6EAE : 8BFF : FE4E : C5
TE/64

ULAN Support <Disabled>

Ti=Hove Highlight <Ente 2lect Entry

Attention: This text applies to native OpenScape Voice installations only, not
virtual machine installations.

It is NOT recommended to configure the IMM/iRMC IP address, Netmask,
and Gateway address settings now (with the BIOS settings) before the OSV
image Installation. The reason is to allow the Remote Maintenance
Controller to be updated with the default OSV sa_ipmi shutdown agent
credentials by the installation process.

IF you choose to configure the IMM/IRMC IP address, Netmask and Gateway
now, THEN the Remote Maintenance Controller MAY NOT be updated with
the OSV default sa_ipmi shutdown agent credentials during the OSV
installation process. This may cause sa_ipmi test failures. If this situation
occurs, step 11 of the OpenScape Voice Installation Checklist should resolve
the issue.

Any questions should be addressed to your next level of support.
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22. Hit the Esc key three times to return to the System Configuration and Boot

Management screen.

23. On the System Configuration and Boot Management screen, select Save

Settings.

System Configuration and Boot Management

System Information
System Settings
Date and Time

Start Options
Boot Hanager

Select this option to
save the changes and
commit them to IMH.
The screen might go
blank for a few
seconds during this

Process.

System Event Logs

User Security

Restore Settings
Load Default Settings
Exit Setup

Tl=Hovwe Highlight {Enter:
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24. On the System Configuration and Boot Management screen, select Exit
Setup and press Enter.

System Configuration and Boot Management

System Information Select this option to
System Settings exit Setup.
Date and Time

Start Options
Boot Hanager

System Event Logs
User Security

Save Settings

Restore Settings
Load Default Settings

Tl=Hove Highlight 2lect Entry

25. Type Y to exit the Setup program and boot the system.

Do you want to exit Setup Utility 7
Exit p Utility

turn to Setup Utility

26. For a redundant system, repeat step 1 on page 123 through 25 on the other
server. Otherwise, continue to the next step.

27. On the IBM x3550 M3/M4 Server Installation Checklist, initial step 6.

28. On the OpenScape Voice Installation Checklist, initial step 7 and proceed to
step 8.
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3.3.9 Remote Console Startup for the IBM x3550
Server

Note: The Java version of the machine accessing the OSV server IMM can
negatively affect the behavior of the Remote Console feature. Refer to Section
3.7, “Remote Video Redirection and Java 7, Update 517, on page 274 for an
example. A link back to this section will be provided.

3.3.9.1 Remote Console Startup for the IBM x3550 M3 Server

Note: During the server installation; IF you chose to configure the IMM/iRMC IP
address, Netmask and Gateway data while configuring the BIOS settings THEN
you can continue with the Remote Console Startup. Use the IP Address you
specified in Section 3.3.8.1, “Modifying the IBM x3550 M3 BIOS Settings”, step
18 on page 120.

IF you did not choose to configure the IMM/IRMC IP address, Netmask and
Gateway data while configuring the BIOS settings THEN you must wait until the
OSV installation is complete before verifying the Remote Console Startup. Step
13 of the OpenScape Voice Installation Checklist will address the Remote
Console Startup after the OSV installation is complete. At this time proceed to
step 8 of the OpenScape Voice Installation Checklist.

IF you arrived here from step 13 of the OpenScape Voice Installation Checklist
THEN proceed to step 1 of this procedure. Use the rsa_1_ip (for node 1) and
rsa_2_ip (for node 2) listed in the /etc/hiq8000/node.cfg file as the IMM address.

Proceed with the steps below to remotely connect to the console of an OSV IBM
x3550 server.

Prerequisites:
Ensure the following prerequisites are met before attempting this procedure:

1. The IMM has been configured. The IMM settings are configured automatically
during image installation using the RSA parameters in the node.cfg. If you
cannot successfully complete this procedure there may be a problem with the
IMM configuration.

2. Forthe IBM x3550 M3 server, Java 1.6 Plug-in or later is installed on the client
server.
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That HTTP access be restricted and that secure HTTPS access be enabled.
That telnet be disabled.

Note: In case HTTPS access is not enabled, then the respective values in the
node.cfg (“Node 1 MTC Controller URL”, “Node 2 MTC Controller URL”)
should be accordingly modified.

a) Access the IMM using the http protocol (http://
<IP_address_of_the IMM>). On the IMM Welcome page, select a
timeout value from the drop-down list in the field that is provided. If your
browser is inactive for that number of minutes, the IMM logs you off the
Web interface.

Attention: If step 3a is unsuccessful there may be a problem with the IMM
configuration.

IF you chose to configure the IMM/IRMC IP address, Netmask and Gateway
data while configuring the BIOS settings THEN you should contact your next
level of support and refer to Section 3.3.10, “Configuring the IMM for the IBM
x3550 M3/M4 Server”, on page 152.

IF you arrived at this section after the OSV image installation THEN the
following test should be executed (on both nodes of a duplex system):

1. Try to log in via SSH using the IMM credentials. The IMM IP address can
be read from the file /etc/opt/SMAW/SMAWhaext/sa_ipmi.cfg. Using the IP
address and the IMM userid, try to log in via SSH to the IMM. You need to
know your IMM password to login! Example given;

root@fsc201:[~] #110

# cat /etc/opt/'SMAW/SMAWhaext/sa_ipmi.cfg
TestLocalStatus

encryptedPassword true

useCycle

retryPonCnt 2

fsc201 10.235.16.20:USERID:DUMMY cycle
fsc202 10.235.16.21:USERID:DUMMY cycle
root@fsc201:[~] #111

# ssh <USERID>@10.235.16.20

2. If the SSH login is successful - log out of the IMM and close the SSH
session. Next, clear your browser's cache and try to log in with the secure
browser again. If this test fails contact your next level of support and
refer to Section 3.3.10, “Configuring the IMM for the IBM x3550 M3/M4
Server”, on page 152.
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b) Select Continue.

c) On the IMM page navigate to System > IMM Control > Security. In the
HTTPS Server Certificate Management Section, click on Generate A
New Key and a Self-signed Certificate. Fill in the data as appropriate
for your site. Click Generate Certificate.

d) Inthe HTTPS Server Configuration for Web Server section, set the
HTTPS Server to Enabled. Click the Save button located to the right to
save this configuration.

e) Next, navigate to System > IMM Control > Network Protocols. In the
Telnet Protocol section, set the Telnet connection count to Disabled.
Click the Save button at the bottom of this page.

f) Restart the IMM by navigating to System > IMM Control > Network
Protocols. Click the Restart button. It will take approximately 5 minutes
for the IMM to restart.

Startup the remote console as follows:

1. Open a secure Web browser session (https) using the IP address or
hostname of the IMM server to which you want to connect in the address field.

The Integrated Management Module Login page will be displayed.

Attention: If this step is unsuccessful there may be a problem with the IMM
configuration. Follow the directions of the Attention text located at step 3a on
page 140 of the Prerequisites section.

2. On the Integrated Management Module Login page, type your user name/
password pair in the IMM Login window and click Login. If you are using the
IMM for the first time and have not changed the userid/password (Section
4.4 3, “Changing the User ID and Password for the IMM/iRMC Account”), the
default USERID/PASSWORD (note PASSWORD uses the number zero and
not the letter O) should be used. All login attempts are documented in the
event log.

3. On the Welcome Web page, select a timeout value from the drop-down list in
the field that is provided. If your browser is inactive for that number of minutes,
the IMM logs you off the Web interface. Depending on how your system
administrator configured the global login settings, the timeout value might be
a fixed value.
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Integrated Management Module System X

Welcome ANDREW.
Opening web session to INM-001A64E611AD.s¢ pri.

Yiyur a3t il axpne il nd sctmly cocurs fof the speifed bmecul peod. Then, you wil Be prompled 1o aign i Sgain usng vou logn 10 and passwind, Select ihe degired
timaoi pariod balow and chek "Conlinug™ 1o glait youw seesion

Inesctive wasion tirmeaul value: | no fmeout ||

1 manuie

Sminules |
Taminules Commye
15minulas

Zminulas
Nata: To ensurs sacunty and o icts, alwayn and your sessi0ns using e Log OF aplion i the naagation paal
i i hmea ot =

4. Click Continue to start the session. The browser opens the System Status

page, which gives you a quick view of the server status and the server health
summary:

Integrated Management Module System X

System Status @

The following links can be uzed to vew slabus detaits
H-!slom Haatih :-'\..n'nn::.r,-
Temperues
Wiollagas
Fang
Vigw Latert 05 Faiies Sirman

Symtem Locater LED

System Health Summary @

Senarpowsr,  On
Dunsr e Fpiteen nornieg in UEFI

' Satvnf |9 operaling normaly. Al memionsd paramelais ans 0K
Seroll down for detads Aot temperstures, voitages and fan spasds

Environmentals o
Temperatures [FFC)
Companant Valuz View Threshalds |
|
Aembiest Temp T1.600 2.0 Threshaids [

5. Next run remote control. In the navigation panel on the left side of the screen,

click Remote Control. A page similar to the following is displayed:
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Remote Control
Status: Mo cumenlly active sessions

To controd the senver remctely, use ane of the links at the bostom of the page. Fyau
sessen, click “Stad Remate Control in Single User Mode ™ If you want to allew
duning your session, click “Stan Ramote Contrel m Mulli-uges Mode " A naw
Remate Cisk and Remata Consele functionality. (Note that the Remate Disk

viant exclusive remote access during your
arg remate cansole (KYM) access
ppear that procides access Lo the
a5 not suppod multipls usars)

Teo pratect sensitve disk and 1KV data during yaur sesaiza, click the "Encrypt disk and 1KV data dunng tranzmissian’
checx box before stasting Remate Contrel, For complete secunty, this should be used in canjunclion with SSL ($5L can be
configuiad an the Secuily page under IMI Cantral)

Netes An Imemet connection is requined 1o download the Java Rurtime Emireameant (JRE) i the Java Plug-in is net already
instaled. Gat Jaa Web Sad and the latast Jaa Runtime harg

[0 Encrygt dizk and KV data during fransmissian

Stan Remate Control in Single User Mode

Stan Remote Control in Multi-Usar Made

Redresh

6. To control the server remotely, use one of the links at the bottom of the
Remote Control page.

¢ If you want exclusive remote access during your session, click Start
Remote Control in Single User Mode.

¢ Ifyou wantto allow other users remote console (KVM) access during your
session, click Start Remote Control in Multi-user Mode.

New windows open that provide access to the Remote Disk and Remote
Console functionality. If the Encrypt disk and KVM data during transmission
check box was selected before the Remote Control window was opened, the
disk data is encrypted with 3DES encryption.

Note: The following steps are only intended if the user receives the error
message "Unable to launch the application."

If you receive the error message, "Unable to launch the application,"
perform the following steps:

a) Verify that the Windows PC is running Java 1.6 or higher

¢ Go to the PC’s control panel.

* Navigate to General > Temporary Internet Files > Settings
¢ Select Keep temporary files on my computer

e Click OK

* Click OK

b) Re-click the appropriate link: Start Remote Control in Single User
Mode or Start Remote Control in Multi-user Mode.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 143



Installing the Hardware Platform
Installing the IBM x3550 M3/M4 Servers

144

7. Close both the Video Viewer window and the Virtual Media Session window
when you are finished using the Remote Control feature.

8. Onthe IBM x3550 M3/M4 Server Installation Checklist, initial step 7 on page
79.

9. If you arrived at this section from step 7 of the OpenScape Voice Installation
Checklist, initial step 7 and proceed to step 8.

If you arrived at this section from step 13 of the OpenScape Voice Installation
Checklist, initial step 13 and proceed to step 14.

3.3.9.2 Remote Console Startup for the IBM x3550 M4 Server

Note: During the server installation; IF you chose to configure the IMM/IRMC IP
address, Netmask and Gateway data while configuring the BIOS settings THEN
you can continue with the Remote Console Startup. Use the IP Address you
specified in Section 3.3.8.2, “Modifying the IBM x3550 M4 BIOS Settings”, step
21 on page 136.

IF you did not choose to configure the IMM/IRMC IP address, Netmask and
Gateway data while configuring the BIOS settings THEN you must wait until the
OSV installation is complete before verifying the Remote Console Startup. Step
13 on page 32 of the OpenScape Voice Installation Checklist will address the
Remote Console Startup after the OSV installation is complete. At this time
proceed to step 8 on page 30 of the OpenScape Voice Installation Checklist.

IF you arrived here from step 13 on page 32 of the OpenScape Voice Installation
Checklist, THEN proceed to step 1 of this procedure. Use the rsa_1_ip (for node
1) and rsa_2_ip (for node 2) listed in the /etc/hig8000/node.cfg file as the IMM
address.

Proceed with the steps below to remotely connect to the console of an OSV IBM
x3550 server.

Prerequisites:
Ensure the following prerequisites are met before attempting this procedure:

1. The IMM has been configured. The IMM settings are configured automatically
during image installation using the RSA parameters in the node.cfg. If you
cannot successfully complete this procedure there may be a problem with the
IMM configuration.

2. For the IBM x3550 M3 server, Java 1.6 Plug-in or later is installed on the

client server.
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3. That HTTP access be restricted and that secure HTTPS access be enabled.
That telnet be disabled.

Note: In case HTTPS access is not enabled, then the respective values in the
node.cfg ("Node 1 MTC Controller URL", "Node 2 MTC Controller URL")
should be accordingly modified.

a) Access the IMM using the http protocol (http://
<IP_address_of_the_IMM>). On the IMM Welcome page, an Inactive
Session Timeout value is shown. If your browser is inactive for that
number of minutes, the IMM logs you off the Web interface.

Attention: If step 3a is unsuccessful there may be a problem with the
IMM configuration.

IF you chose to configure the IMM/IRMC IP address, Netmask and
Gateway data while configuring the BIOS settings THEN you should
contact your next level of support and refer to Section 3.3.10,
“Configuring the IMM for the IBM x3550 M3/M4 Server”, on page 152.

IF you arrived at this section after the OSV image installation THEN the
following test should be executed (on both nodes of a duplex system):

1. Try to log in via SSH using the IMM credentials. The IMM IP address
can be read from the file /etc/opt/SMAW/SMAWhaext/sa_ipmi.cfg. Using
the IP address and the IMM userid, try to log in via SSH to the IMM. You
need to know your IMM password to login! Example given;

root@fsc201:[~] #110

# cat /etc/opt/SMAW/SMAWhaext/sa_ipmi.cfg
TestLocalStatus

encrypted password true

useCycle

retryPonCnt 2

fsc201 10.235.16.20:USERID:DUMMY cycle

fsc202 10.235.16.21:USERID:DUMMY cycle
root@fsc201:[~] #111# ssh <USERID>@10.235.16.20
# ssh <USERID>@10.235.16.20

2. If the SSH login is successful - log out of the IMM and close the SSH
session. Next, clear your browser's cache and try to log in with the secure
browser again. If this test fails contact your next level of support and
refer to Section 3.3.10, “Configuring the IMM for the IBM x3550 M3/M4
Server”, on page 152.

b) Select Continue.
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Startup the remote console as follows:

1.

Open a secure Web browser session (https) using the IP address or
hostname of the IMM server to which you want to connect in the address field.

The Integrated Management Module Login page will be displayed.

Attention: If this step is unsuccessful there may be a problem with the IMM
configuration. Follow the directions of the Attention text located at step 3a on
page 145 of the Prerequisites section.

On the Integrated Management Module login page, type your user name/
password pair in the IMM Login window and click Log In. If you are using the
IMM for the first time and have not changed the userid/password (Section
4.4.3, “Changing the User ID and Password for the IMM/iRMC Account”), the
default USERID/PASSWORD (note PASSWORD uses the number zero and
not the letter O) should be used. All login attempts are documented in the
event log.

The browser opens the System Status page, which gives you a quick view of
the system status and the hardware health summary.

System Stafus  Events~  Service and Support ~  Server Management ~ MM Manzgement » 5

System Descriptive Name:

System x3550 M4 crenge.

System Status and Health

Tha System Status nd Hezth page provides an at2-glance avervizw of the operating status of the server in which £his MM resides, Common information and actions are
co-hcated on this one page.

System Status
Power: On
System state:  System running in UEFL

System Informetion = || Power Actions ~ | | Remate Control.. . | Lztest 05 Fafure Sereen

Active Events

Severity «  Souree Date Message

Hardware Health

Companent Type Status
Cooling Desices | Hommal
Pawer Modules [@ Nomal
Disks @ tomal
Procassors [@ Mormal
Memary 1@ Momal
System & Womal
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4. Click on the Remote Control... button on the center of the page to start a
remote control session.

IBM Integrated Management Module I~ Wecometest. Settngs Logout  THN

a System Status  Events~  Service and Support »  Server Management ~  IMM Management » | Searc

System Descriptive Name:
System x3550 M4 e

System Status and Health

The System Status 2nd Hesth page provides an at-3-glnce overview of the opersting status of the sarver in which this IMM resides, Commen nformation and actions are
co-hcated on this one page.

System Status
Power: On
System state:  System running in UEFL

| System Information + | | Power Actions ¥ | | Remate Control ... || Latest 05 Febire Screen

Active Events -
Severiy + | Source Dale Hessage
Hardware Health -
Companent Type Stabus
Cooling Dedess & Hormal
Fower Modules @ Normal
Disks 1@ Normal
Pracessors A Mormal
Memary |4 Nomal
Sysiem |24 Wormal
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5. To control the server remotely, click on one of the following buttons of the

Remote Control page:

* If you want exclusive remote access during your session, click Start
remote control in single-user mode.

* Ifyou want to allow other users remote console (KVM) access during your
session, click Start remote control in multi--user mode.

) [x3550M4_Node1] - IBM Integrated Management Module - Mozilla Firefox

E Ed Yew Hgtory Qockmarks Tools  Help
(355004 _hode 1] - 1EM Inkegrated Mansge . | +

€ @ Fips110.296.48, 10/ #1 e | B - g Pl #®

IBM Integrated Management Madule Il

B  swtemstans Events+  Senvce and Support v Sarver Management ~ MM Management +

Remote Control
Allcrws youl to control the: server at the operatng system level. A new window wil appaar that peovides access to the Remote Dek and Remote Corscle functionalty. The
Remate Disk functionality 5 lunched from the Remote Console window, “Took” drop-down menu, (Mate that the Remote Disk Aunction doss nat, . . more, , .
Gusde fior Remoti Disk and Remate Console:
Use the ActiveX Client

Use the Java Client

B8 vour curment browser Java version (1.6,0.37) bs supported for use with remote control.

Encrypt disk and KM data during transmisson
Blow others to regquest my remote session dsconnect
Start remote control in single-user mode
Ghves you exchustve S0065s durng the remote seson.
Start remote control in multi-user mode

Allrers ckher users to start remobe sessions whils your session is active.

Remate Control Session in Progress
1f all sessions are currently consumed, you can send a request to dsconnect one of the avalable sessions. Refresh

Liger Narne ~  Agthve Sessions Ayailability for Disconnection Tirneout Value

Mo siive session i3 in progress

New windows open that provide access to the Remote Disk and Remote
Console functionality. If the Encrypt disk and KVM data during transmission
check box in the above screen was selected before the Remote Control
window was opened, the disk data is encrypted with 3DES encryption.
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6. Click OK to start the Java web start program.

Opening viewer(10.238.0.95244320@1349360285790... [X]

You have chosen to open

|i] ...r(10.238.0.95@443@0@1349360285790@0@ 1 @0@jnlp)

which is a: JMLP file (3.0 KB)
from: https:j/10.238.0,95

What should Firefox do with this File?

() Save File

[ ] Do this automatically For Files like this From now on,

ok | | cancel |

7. Click Continue.

Security Warning @

Do you want to Continue?
The connection to this website is untrusted,

: ! ! Website: https:[/10.235.48,10:443

Note: The certificate is not valid and cannot be used to verify the identity of this website.
More Information

[ Continue ]E Cancel §

& Show Options
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8. If the screens below are not displayed, go to the next step.

After a short time the Virtual Client is downloaded from the server and the
following windows are displayed:

!

Starting application...

Downloading application. é)
-
Name: Wirtual KM Client
Publisher: 16M
From: https:ff10.238.0,95:443

Check Do not show this again for apps from the publisher and location
above as shown below. Click Run.

x
Do you want to run this application?
. Name: Virtual KM Client
t_,(: > Publisher: International Business Machines Corp ...
From: https:ff10.235.48. 10:443/designs/. .. favctIBMViewer . jar

This application will run with unrestricted access which may put your computer and personal
information at risk. Run this application only if you trust the publisher.

Do not show this again For apps from the publisher and location above

6 More Information I Run | [ Cancel I

9. The console is displayed in whichever screen is active on the console of the
server.

Note: The following steps are only intended if the user receives the error
message "Unable to launch the application."

If you receive the error message, "Unable to launch the application," perform
the following steps:

a) Verify that the Windows PC is running Java 1.6 or higher

* Go to the PC's control panel.
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* Navigate to General > Temporary Internet Files > Settings
¢ Select Keep temporary files on my computer

¢ Click OK

¢ Click OK

b) Re-click the appropriate link: Start remote control in single-user mode
or Start remote control in multi-user mode.

The screen example below shows the Video Viewer screen (with the
console showing the example system currently inside UEFI
configuration).

10. Close both the Video Viewer window and the Virtual Media Session window
when you are finished using the Remote Control feature.

11. On the IBM x3550 M3/M4 Server Installation Checklist, initial step 7 on page
79.

12. If you arrived at this section from step 7 of the OpenScape Voice Installation
Checklist, initial step 7 and proceed to step 8.

If you arrived at this section from step 13 of the OpenScape Voice Installation
Checklist, initial step 13 and proceed to step 14.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 151



Installing the Hardware Platform
Installing the IBM x3550 M3/M4 Servers

3.3.10 Configuring the IMM for the IBM x3550 M3/M4
Server

Note: The IMM settings are configured automatically during image installation
using the RSA parameters in the /etc/hig8000/node.cfg file. Only perform this
procedure if you are having problems with the IMM. Contact your next level of
support before continuing.

Configure the IMM settings using the Setup program as follows:

1. Reboot the server (either cycle the power or press the Ctrl-Alt-Del keys
simultaneously). Press F1 when the following screen is displayed to run the
Setup program.

IBM System x.

Server Firmware

Licensod Maioriats - Prapecty of 1B Corp. Frrrmwite contairms lcensed thind pasty modules.
System x Server Firmwars © Copyright IBM Corporation 2009 ALL RIGHTS RESERVED.

<F1> 3etup <F2> Diagnostics <F12> Select Boot Device
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2. On the System Configuration and Boot Management screen, select System
Settings. The System Settings screen is displayed:

Systen Configuration and Boot Management

B ] This selection
Systen Settings displays the basic
Date and Tine details of the Systen.

Start Options
Boot Hanager

Systen Event Logs

User Security

Save Settings
Restore Settings
Load Default Settings
Exit Setup

Refer to the banner at the bottom of the Setup screens for information on how
to navigate the Setup program screens and manipulate the data on the
various Setup screens.

Some of the Setup screens display screen specific help in the right column of
the screen.
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3. On the System Settings screen, select Integrated Management Module.

System Settings

Displays and provides
uplivns Lo chamge Lhe
Devices and 1/0 Ports processor settings.
Pomer
Operating Modes
Legacy Support
Integrated Managewent Hodule
System Security
Rdapters and HEFT Drivers
Netuork

t1=Houve H igjh | ight

4. On the Integrated Management Module screen, select Network
Configuration.

Integrated Management Hodule

Determines the mode of
Power Restore Policy {Re operation after loss
Commands on USB interface <Enable of power. Always Off:
System remains off
Network Configuration upon power restore.
Restore: System
Reset IMM to Defaults restores to the state
it was before power

Reset INM failed. Always On:
System turns on upon
POVET T re. Allow a
few minutes for the
changes to take effect.

T1=Move Highlight {Enter>=Select Entry
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5. On the Network Configuration screen, do the following:

¢ Set Hostname to the relevant value

e Set DHCP Control to Static IP

¢ Input the values for the IMM IP Address, Subnet Mask, and Default
Gateway in the appropriate fields. These parameter values can be found
in the RSA parameters section of the /etc/hiq8000/node.cfg file.

* Select Save Network Settings and press Enter.

Note: For the IBM x3550 M4, page down to the second part of the screen to
find the Save Network Settings option.

Network Interface P

Burned-in MAC Ad
Hostname

DHCP Control

IP Address
Subnet Mask
Default Gateway

IP6

Local Link Address

ULAN Support

Tl=Hove Highlight

ort

Network Configuration

Dedicated>
6C-AE-8B-61-54-66
1MH2-6caeBb615466

<Static IP>

10.238.8.91
255.255.224.0
10.238.0.1

<Enabled>

FEB@: :6EAE :BBFF :FEH1 :54
b6/64

<Disahled>

L Entry

This option will allow
you to select your
System Hanagement
Network Interface Port.

6. Press the Esc key a number of times until you are back at the System
Configuration and Boot Management screen.

7. On the System Configuration and Boot Management screen, select Save
Settings and press Enter.
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Systen Configuration and Boot Hanagement

Systen Information
System Settings
Date and Time

Start Options
Boot Hanager

System Event Logs
User Security

Save Settings

Restore Settings

Load Default Settings
Exit Setup

Select this option to
save the changes and
commit them to IHM.
The screen might go
blank for a few
seconds during this
process.

[I] Informational Event(s) Detected, Check POST Event Uiewer
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8. On the System Configuration and Boot Management screen, select Exit
Setup and press Enter.

System Configuration and Boot Management

System Information Select this option to
Systen Settings exit Setup.
Date and Time

Start Options
Boot Manager

System Event Logs
User Security

Save Settings
Restore Settings
Load Default Settings

T1=Hove Highlight {Enter>=Select Entry

Setup IHility 7
etup Utility
tup Utility

10. For a redundant system, repeat this procedure on the other server.

3.3.11 Firmware Updates for the IBM x3550 M3/M4
Server

The firmware is preloaded by IBM. Please refer to the OpenScape Voice Release
Notes for the latest approved firmware versions and their applicable MOPs.
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3.4 Installing the Lenovo (former IBM) x3550 M5 Server

3.4.1 How to use the Lenovo x3550 M5 Server
Installation Checklist

Use the checklist as follows:
1. Make two copies of the checklist.

» Keep one copy at the installation site in a location accessible by the
installation team members.

* Keep the other copy with you as a backup in the event something
happens to the job site copy.

2. Inform the installation team members of the location of the checklist and ask
them to initial the checklist item when they complete tasks for which they are
responsible.

At the beginning and end of your shift each day, update your copy of the checklist
to match the copy kept at the installation site.

Note: The Lenovo x3550 M5 Installation Guide should be referenced on specific
information of how to install the server’s various devices.

3.4.2 Lenovo x3550 M5 Server Installation Checklist

Use the following checklist to monitor the installation of the Lenovo x3550 M5
server.

Note: The Lenovo x3550 M5 is shipped to the site fully assembled. The firmware
is preloaded at the factory.

Item |Description Initials
1. Inspection of inventory and hardware. Refer to Section 3.4.3.
2. Locate the Lenovo x3550 M5 server printed documentation and

digital media. Refer to Section 3.4.4.

Install the servers into the rack. Refer to Section 3.4.5.

Connect all cables. Refer to Section 3.4.6

5. Modify the SCSI RAID configuration. Refer to Section 3.4.7.

Table 6 Lenovo x3550 M5 Server Installation Checklist
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Item |Description Initials

6. Modify the server BIOS settings: Refer to Section 3.4.8.

7. During step 6 of this task list; IF you chose to configure the IMM/
iRMC IP address, Netmask and Gateway data while configuring
the BIOS settings THEN you can continue with the Remote
Console activation. Refer to Section 3.4.9.

IF you chose NOT to configure the IMM/IRMC IP address,
Netmask and Gateway data while configuring the BIOS settings
THEN you must wait until the OSV installation is complete
before verifying the Remote Console Startup. Proceed to step 8
of the OpenScape Voice Installation Checklist.

Step 13 of the OpenScape Voice Installation Checklist will
address the Remote Console Startup after the OSV installation
is complete.

8. Verify that the correct firmware version is used. Refer to
Section 3.4.11.

Table 6 Lenovo x3550 M5 Server Installation Checklist

3.4.3 Inventorying and Inspecting the Lenovo x3550
M5 Server Installation Materials

Receive the materials as follows:

1. Inventory and inspect the materials.

2. Check for shipping damage.

3. Track shortages and discrepancies of materials.

4. Return and reorder damaged material according to local procedures.

On the Lenovo x3550 M5 Server Installation Checklist, initiate step 1 and proceed
to step 2

3.4.4 Locating the Lenovo x3550 M5 Server Printed
Installation Guides and Digital Media

Collect and store in a secure location at the job site all the printed documentation
and digital media for any equipment that you will be installing. This includes, but
is not necessarily limited to the following:

* Lenovo x3550 M5 server printed guides and digital media

e Ethernet switch documentation
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¢ KVM documentation (if so equipped)

e Power distribution unit (PDU) or uninterruptible power supply (UPS)
documentation (if so equipped)

You might need to reference these documents/media for installation procedures,
physical characteristics of the server and other hardware components, and for
troubleshooting procedures.

On the Lenovo x3550 M5 Server Installation Checklist, initial step 2 and proceed
to step 3.

3.4.5 Installing the Lenovo x3550 M5 Server into the
Rack

Install the server into the rack as follows:

1. Refer to the Lenovo x3550 M5 rack installation instructions to install the
servers into the rack.

On the Lenovo x3550 M5 Server Installation Checklist, initial step 3 and proceed
to step 4

The image below gives a general overview of the rear panel of the x3550 M5
server.

4x 1GhE 1350 ports 3% PCle slots

-

Ethemet port 2xUSB 3.0 USB20 4x1GbE [ 2x hot-swap
for IMM ports port ports port power supplies

Figure 5 Rear panel of Lenovo x3550 M5

3.4.6 Connecting the Cables to the Lenovo x3550 M5
Server

The procedures for connecting cables are different based on the type of
OpenScape Voice (single-node or redundant) as well as on the hardware type.

Note: The Flexible Ethernet circuit and IP Address Configuration feature is
introduced. This feature allows for a flexible configuration of Ethernet circuits and
IP addresses. This feature has a direct impact on the Ethernet port configuration
of and OpenScape Voice server. In the extreme configuration case, an
OpenScape Voice Server can now be installed with one used Ethernet circuit
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(pair in case of redundancy) and one single IP address. For more details, refer to
Appendix F, “Flexible Ethernet circuit and IP Address Configuration Examples”

The following diagrams show the Ethernet port assignments for the x3550 M5, for
a duplex and a simplex setup.

Note: For a simplex setup, only the ports eth0, eth1 and eth2 are used.

Figure 6 Ethernet port assignments for the x3550 M5

Connect the cables as follows:
1. Attach the keyboard, mouse, and monitor cables to the server.

* Figure 5 shows the connector locations at the back of the Lenovo
x3550 M5.

Note: If the equipment for OpenScape Voice includes a KVM, connect cables
from the keyboard, mouse, and monitor connectors on the server to the KVM
and connect the keyboard, mouse and monitor cables to the appropriate
connectors on the KVM. If necessary, refer to the KVM documentation for
assistance.

2. Attach the Ethernet cables.

Note: Ensure that the Ethernet switch or switches are configured for VLAN
operation. Refer to the Ethernet switch manufacturer’s documentation for
instructions.

The Ethernet connections specified here assume that the standard Ethernet
device definitions in the node.cfg file were used. If the standard was not used,
the connections will be different from those listed here. The standard Ethernet
device definitions are as follows:

¢ Ethernet device definitions:
— eth[0-3] _device_node: bnx2
— eth[4-7] device _node: e1000

¢ Bonding driver definitions port mapping for Duplex setup:
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— System administration (bonding_dev0): Port0 and Port4

— Signaling (bonding_dev1): Port1 and Port5

— Billing (bonding_dev2): Port2 and Port6

— X-channel (bonding_dev3): Port3 and Port7

Bonding driver definitions port mapping for Simplex setup:

— Signaling: Port1
— Billing: Port2

— System administration: Port0

3.4.7 Modifying the Lenovo x3550 M5 RAID
Configuration

Follow the steps to setup the internal LS| controller and disks into a mirrored pair
(RAID1). The LSI RAID Creation is done via the BIOS Configuration
Management.

1.

In the main menu of the BIOS select Storage

Sustem Settings

» Adapters and UEFI Drivers

» Devices and 1/0 Ports

» Driver Health

» Integrated Management Module

» Legacy Support
» Memory

» Netuwork

» Operating Modes
+ Pouer

» Processors

» Recovery and RAS

» Security
»

Tl=Move Highlight <Enter>=Select Entry

2. Select the RAID controller to manage.

162

lenovo

Select this option to see
all the Storage Device
options.

Esc=Exit
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lenovo

Storage

> Manage RAID Controller
Configurations.
PCI Function Address:
Bus 1: Dev 0: Func O:

Tl=Move Highlight <Enter>=Select Entry Esc=Exit

3. Select Main Menu -> Configuration Management -> Create Virtual Drive

lenovo

Configuration Management

+ Create Virtual Drive Creates a virtual drive by
» Create Profile Based Uirtual Drive selecting the RAID level,

» Make JBOD drives, and virtual drive

» Clear Configuration parameters.

Tl=Move Highlight <Enter>=Select Entry Esc=Exit

4. Go to Select RAID level and select RAID 1.
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lenovo

Create Uirtual Drive

» Save Configuration Selects the desired RAID
Select RAID Level level. The RAID levels that
Protect Virtual Drive [1 can be configured are 0, 1,
Select Drives From <Unconfigured Capacity> 5, 6 (if supported), 10, 50,
Select Drives and 60 (if supported).
CONFIGURE UIRTUAL DRIVE PARAMETERS:

Virtual Drive Name e RAID O -- uses drive

Uirtual Drive Size [01 striping to provide high

Virtual Drive Size Unit <GB> data throughput. especially

Strip Size <64 KB> for large files in an

Read Policy <Mo Rea environnent that requires no

Urite Policy Mrite T data redundancy.

I/0 Policy Direct>

fAiccess Policy <Read/Urite> RAID 1 -- uses drive

Drive Cache <Disable> mirroring so that data

Disable Background <No> uritten to one drive is

Initialization sinultaneously written to

Default Initialization <No> another drive. RAID 1 is

Enulation Type {Default> good for small databases or
» Save Configuration other applications that

Hore (D/d)

tl=Hove Highlight ) Complete Enti Esc=Exit Entry

5. Go to the "Select Drives" page and select both physical drives to be part of
this virtual drive.

lenovo

Select Drives

» fApply Changes
Select Media Type <HDD>
Select Interface Type <Both>
Logical Sector Size <Both>
CHOOSE UNCONFIGURED DRIVES:
Drive Port 0 - 3:01:00: 3AS3. [¥]
2786B, Unconfigured Good,
Protection-Type 2. (G12B)
Drive Port 0 - 3:01:01: SAS, ™
2186B. Unconfigured Good.
Protection-Type 2, (512B)
Check All
Uncheck All

» Apply Changes

Tl=Move Highlight <Spacebar>Toggle Checkbox

6. Select Apply Changes. Return to the previous page and give the virtual drive
a name.
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lenovo

Create Uirtual Drive

» Save Configuration Assigns a name to identify
Select RAID Level <RAID1> the virtual drive.
Protect Virtual Drive [1
Select Drives From <Unconfigured Capacity>

» Select Drives
CONFIGURE UIRTUAL DRIVE PARAMETERS:
Uirtual Drive Name
Uirtual Drive Size [278]
Uirtual Drive Size Unit <GB>
Strip Size <64 KB>
Read Policy <No Read Ahead>
Urite Policy <Urite Through>
I1/0 Policy <Direct>
fAccess Policy <Read/Urite>
Drive Cache <Disable>
Disable Background <No>
Initialization
Default Initialization <MNo>
Emulation Type <Default>

» Save Configuration

Tl=Hove Highlight <Enter>=Select Entry Esc=Exit

7. Select Save Configuration.

8. A warning about losing all data on the disk drives will be displayed. Proceed
by confirming the creation of the virtual drive.

lenovo

Warning
Creating Uirtual Drives will cause the data on the associated
Drives to be permanently deleted.
fire you sure you want to continue with this operation?
Confirm L]

» No

Tl=Move Highlight <Enter>=Select Entry Esc=Exit

9. This will finish the LSI configuration. Return to the main menu and select Exit
Setup; confirm by clicking Y.
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» System Information
» System Settings
» Date and Time

» Start Options
» Boot Manager

» System Event Logs
» User Security

Save Settings

Restore Settings
Load Default Settings

Tl=Hove Highlight

lenovo

System Configuration and Boot Management

Select this option to exit
Setup.

Do you want to exit Setup Utility?
<¥> Exit Setup Utility
<ESC> Return to Setup Utility

<Enter>=3elect Entry <ESC>=Exit Setup

The server will reboot. It is now ready for OSV software installation, but first the
IMM interface must be verified.

3.4.8 Modifying the Lenovo x3550 M5 BIOS Settings

Follow the steps below to set up the BIOS.
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1. If not currently in the Setup Utility, reboot the system, and at the screen
prompt of <F1> Setup, press F1 to enter "Setup".

lenovo.

System Xo

Server Firmware

Licensed Materials - Property of Lenovo. © Copyright Lenovo and other(s) 2014, 2015.
Lenovo is a trademark of Lenovo in the United States, other countries, or both.

<F1> Setup <F2> Diagnostics <F12> Select Boot Device

| Connecting Boot Devices and Adapters ... 2

Figure 7 Set up screen

2. The System Configuration utility screen follows
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» System Information
»
» Date and Time

» Start Options
» Boot Manager

» System Event Logs
» User Security

Save Settings
Restore Settings
Load Default Settings
Exit Setup

Tl=Houve Highlight

lenovo

System Configuration and Boot Management

This selection will take you
to the System Settings.
Changes may not take effect
immediately, but rather must
be saved & the system
rebooted before new settings
take effect.

<Enter>=Select Entry <ESC>=Exit Setup

System Configuration Settings

Verify the System time and date. If one of them is incorrect, use the arrow key to
highlight "Date and Time" option and press Enter to select it. Change fields to the
correct time and date values.

Once completed, press Esc to move back to the main menu.

3. Select Load Default Settings

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide



Installing the Hardware Platform
Installing the Lenovo (former IBM) x3550 M5 Server

lenovo

System Configuration and Boot Management

» System Information Select this option to load

» System Settings the default values of system

» Date and Time settings. The screen might
go blank for a few seconds

» Start Dptions during this process.

» Boot Manager

» System Event Logs
» User Security

Save Settings
Restore Settings

Exit Setup

Tl=Hove Highlight <Enter>=Select Entry

4. Select System Settings ->Processors option and click Enter

lenovo

Sustem Settings

» Adapters and UEFI Drivers Displays and provides option
» Devices and I/0 Ports to change the Processor
» Driver Health Settings.

» Integrated Management Module

» Legacy Support

» Memory

» Netuwork

» Operating Modes

+ Pouer

>

» Recovery and RAS

» Security
» Storage

Tl=Hove Highlight <Enter>=Select Entry
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Select Hyper-threading and change the setting to Disable. Next click Esc to go
back to the "System Settings" menu.

Note: It is highly recommended that after the above disabling of Hyper-
threading, and before the system boots up again, that a power-cycle must be
performed.

5. Select Integrated Management Module

lenovo

Sustem Settings

» Adapters and UEFI Drivers Select this option to
» Devices and I/0 Ports configure the iMM.
» Driver Health

>

» Legacy Support

» Memory

» Network

» Operating Modes

» Pouer

» Processors

» Recovery and RAS

» Security

» Storage

Tl=Hove Highlight <Enter>=Select Entry Esc=Exit

In the Integrated Management Module page, select Network Configuration, to
change the network configuration for the IMM.

6. Once in the "Network Configuration" window, arrow down to DHCP Control,

170

and change the entry to use Static IP.
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» Advanced IMH Ethernet Setup

Network Interface Port
Fail-Over Rule
Burned-in MAC Address
Hostnane

DHCP Control

IP Address
Subnet Mask
Default Gateway

IPb
Local Link Address

ULAN Support

Save Network Settings

tl=Hove Highlight

Installing the Hardware Platform

Network Configuration

{Dedicated>
<None>
40-F2-E9-BC-5B8-D5
inm_grt24b

10.0.24.138
255.255.255.224
10.0.24.129

<Enabled>

FEBO: : 42F2 : E9FF : FEBC : 5BD5/64

<Disabled>

<Enter>=Select Entry

Installing the Lenovo (former IBM) x3550 M5 Server

lenovo

Set your DHCP Control
preferences.

Esc=Exit

Next arrow down to the IP Address, Subnet Mask and Default Gateway fields
and change them to the correct values for the given network.

Select Save Network Settings as a last step.

7. After the IMM network settings have been correctly configured, click Esc to
return to the System Settings menu and then select Boot Manager
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» System Information
» System Settings
» Date and Time

» Start Dptions
+ Boot. Manager|

» System Event Logs
» User Security

Save Settings
Restore Settings
Load Default Settings
Exit Setup

Tl=Hove Highlight

lenovo

System Configuration and Boot Management

This selection will allow
you to change boot
parameters and boot from
file.

<Enter>=Select Entry <ESC>=Exit Setup

In the Boot Manager page, with the use of Add Boot Option -> Generic Boot
Option or Delete Boot Options, the following boot devices should be selected:

<CD/DVD Rom>
<Hard Disk 0>
<Hard Disk 1>

<Legacy Option>

in that order. To change their order, select Change Boot Order and re-sort the
selected devices with the use of -/+ keys. Finally, select Commit Changes and

Exit
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lenovo

Change Boot Order

Change the order - Change the order

Conmit Changes and Exit

Tl=Hove Highlight <Enter>=Select Entry Esc=Exit

8. Return to the main menu and select Save settings. The system is now ready
for RAID 1 setup.

Note: It has been observed that even if the network settings of IMM are
configured and saved, the IMM may not be reachable. In such an event, one
needs to reset the IMM (System Settings ->Integrated Management Module -
> Reset IMM)

3.4.9 Remote Console Startup for Lenovo x3550 M5

1. Log in to the IMM interface.

2. Open a Web browser.

Note: Click on "Supported Browsers" to see a list of web browser versions which
are supported by the IMM firmware.
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Integrated Management Module

User name:

Password:

Inactive session timeout:

Log In

MNote: To ensure security and avoid login conflicts,
always end your sessions using the "Log out” option in
the upper right area of the web page.

rSupported Browsers

In the address or URL field, type the IP address or hostname of the IMM server
to which you want to connect. Use https for a secure connection. This will bring
up the web page for the IMM.

You will be prompted for a user id and password. The default values are:
User name: USERID
Password: PASSWORD

Note: The 0 in PASSWORD is the digit "zero"

3. After the user name and password are entered, the main page comes up
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lenovo Integrated Management Module I

System Status Events +  Service and Support ~  Server Management ~  IMM Management -

System x3550 M5

Add System Descriptive Mame. . .
Host Name: IMM2-40f2e9bc58d5  rename. ..
The System Status and Health page provides an at-a-glance overview of the operating status of the server in which this MM
resides. Cormmon information and actions are co-located on this one page.

System Status
Power: on
System state:  Booting OS or in unsupported 0S

| System Information ¥ || Power Actions ¥ | | Remote Control. .. | Latest OS Faiure Screen

Active Events

Severity - Source Date Message

Hardware Health

Component Type Status

Cooling Devices ﬂ Mormal
Power Modules 4 Mormal
Local Storage 4 Mormal
Processors 4 Mormal
Memaory 4 Mormal
System 4 Mormal

4. Select Remote Control.... The following page will be displayed.

IO lntegrated Nanagement Module

A SystemSwitus  Events »  Service and Support ~  Server Management ~  IMM Management -

Remote Control

Ak P o control the sarver at the operatng system level A new window wil appear tha
Disk and Remote Console functionality. The Remote Disk functionaity s bunched from the Remote Console window,
drop-down menu. (Note that the Remote Disk function does not. .. more. .

Guide for Remote Disk and Remote Console

Remara
Took™

Use the ActiveX Chent
Use the Java Chent

@ ror

S6) is euppocted for w

Encrypt disk and KVM data during transmission
Alow others to request my remote session disconnect

Start remote control in single user mode
Geves yous exchisive access dring the remote session.

STart remote control in multi-user mode
Ml other users bo stack remote sessons whis your sesson is acive.

Remote Control Session in Progress

If al sessions are currently consumed, you can send a request to disconnect one of the avalable sessions. itefrash

User Name ~  Adie Sessions Awailability lor Disconnecion Timeoul Value

Mo 3ctive 5855190 IS In progress,

Virtual Media Mounted from URL
Mount Dulate Refresh

MName Size Read Only User Name Active Sessions
Nofie is mounted yet

Avalable Space: 50.00 MB (Total: 50.00 MB)
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5. There are two ways of starting a remote control client:

1. Java Web Start
2. ActiveX (Internet Explorer only)

In this case, we will use the Java Client.

Note: To use the Java client, the Java Plug-in 1.8 or later release is required. The

Java client is compatible with the IBM Java 7 or later release.

6. Click Start remote control in single-user mode.

A jnip file will be downloaded from the IMM controller. Select to open it with the

Java Web Start Launcher

-

Opening viewer(10.0.24.21@443@0@1449657086115@0@1@0@ijnip... ML)

You have chosen to cpen:
| ... 1449657086115@0@1@0@jnlp@USERID@0@0@0@0@1).jnip

which is: JMLP File (3.6 kB)
from: https://10.0.24.21

What should Firefox do with this file?

Java(TM) Web Start Launcher (default) b

1 Save File

[ Do this automatically for files like this from now on.

| ok || Cancel |

L

If the following Security Warning window pops up, click Continue (at the user's

discretion it may be desirable to always trust content...)
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Security Warning @

Do you want to Continue?
The connection to this website is untrusted.

! "-\ Website: https://10.0.24.21:443

Mote: The certificate is not valid and cannot be used to verify the identity of this website,
Maore Information

[ Continue ]| Cancel |

ke ¥

7. The following pop-up will appear asking to run the AVR. Click Run

Do you want to run this application?

(( Publisher: Lenovo
— -
— Locations: https://10.0.24.21:443

Launched from downloaded JNLP file

This application will run with unrestricted access which may put your computer and personal
information at risk. Run this application only if you trust the locations and publisher above.

g More Information © Run | l Cancel l

., A

At this point the AVR console window appears with the current console displayed
(the following is an example):
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English (US)

License Agreement

}) Linux Enter

Ri TH:
ERNISE L
OF THIS

TERMS 0
PERMITTED TO

D
WHIC

11T 4 L
update or

At this stage, full access to the console of the server is available.

When finished, click File -> Exit to end the remote session.

3.4.10 Configuring the IMM for the Lenovo x3550 M5
Server

As an alternative to removing the cover of the server in order to verify the memory,
the IMM Web interface can be used to verify DIMM positioning.

In the 'home page' of IMM (System Status), select Memory from the 'Hardware
Health' table.

A list of the installed memory modules will be shown. The 'FRU Name' signifies
the modules' DIMM positioning. The following screenshot shows how the memory
should be populated:
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lenovo Integrated Management Module I

|Z| System Status Events +  Service and Support ~  Server Management ~  IMM Management -

Memory

Display the memory modules available on the server. Clicking on a module displays a Properties pop-up window with 2 tabs:
Events, HW Info. If you remove or replace DIMMs, the server needs to be powered on at least once after the
removal/replacement to show the correct DIMM information.

FRU Name 4 Status Type Capacity (GB)
DM 1 [Amormal DDR4 16
DIMM 13 [(AmMormal DDR4 16

Slots No. 1 and No. 13 should be populated with a 16GB DDR4/RDIMM card.

3.4.11 Firmware Updates for the Lenovo x3550 M5
Server

On the top bar menu, select Server Management -> Server Firmware.
Verify that the UEFI version is at version 1.11 or higher as shown below:
z‘ System Status Events »  Service and Support ~  Server Management ~  IMM Management +

Server Firmware

Show the firmware levels on various server components, induding the IMM itself.

Update Firmware. . .

Firmware Type & Status Version Build Release Date
DsA Active 101 DSALAGS 2015-04-22
MMz

IMM2 (Primary} Active 172 TCOO10H 2015-05-07
IMMZ2 (Backup) Inactive 172 TCOO10H 2015-05-07
UEFI

UEFI (Primary) Active 111 TBE106MUS 2015-07-09
UEFI (Backup) Inactive 11 TBE10EMUS 2015-07-09

The BIOS version comes preloaded from Lenovo; however if it is not at the level
indicated above (or higher), log into the Lenovo website to download and install
the latest version for this platform.

Also verify that the IMM2 firmware version is at level 1.72 or higher, again
updating the version from Lenovo, if necessary.
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3.5 Installing the FTS RX200 S6/S7 Server
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Attention: During a RX200 S7 installation or reboot "Battery Status: Not present"
messages will be observed. The "Battery Not Present" message is informational
in nature; the message is the result of the RX200 S7 RAID controller not being
equipped with a battery (this controller configuration is 'as expected').

3.5.1 How to use the FTS RX200 S6/S7 Server
Installation Checklist

Use the checklist as follows:
1. Make two copies of the checklist.

* Keep one copy at the installation site in a location accessible by the
installation team members.

* Keep the other copy with you as a backup in the event something
happens to the job site copy.

2. Inform the installation team members of the location of the checklist and ask
them to initial the checklist item when they complete tasks for which they are
responsible.

3. At the beginning and end of your shift each day, update your copy of the
checklist to match the copy kept at the installation site.

3.5.2 FTS RX200 S6/S7 Server Installation Checklist

Use the following checklist to monitor the installation of the FTS RX200 S6/S7
server.

Note: The FTS RX200 S6/S7 is shipped to the site fully assembled. The firmware
is preloaded at the factory.

Item |Description Initials
1. Inventory and inspect the hardware. Refer to Section 3.5.3 on
page 181.

2. Locate the FTS RX200 S6/S7 server printed documentation and
digital media. Refer to Section 3.5.4 on page 182.

Table 7 FTS RX200 S6/S7 Server Installation Checklist (Page 1 of 2)

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide



Installing the Hardware Platform
Installing the FTS RX200 S6/S7 Server

Item |Description Initials
3. Install the servers into the rack. Refer to Section 3.5.5 on page

182.
4, Connect all cables.

* Single-node OpenScape Voice: Refer to Section 3.5.6.1 on
page 183.

* Redundant OpenScape Voice systems: Refer to Section
3.5.6.2 on page 186.

5. Modify the SCSI RAID configuration. Refer to Section 3.5.7 on
page 191.

6. Modify the server BIOS settings: Refer to Section 3.5.8 on page
214.

7. During step 6 of this task list; IF you chose to configure the IMM/
iRMC IP address, Netmask and Gateway data while configuring
the BIOS settings THEN you can continue with the Remote
Console activation. Refer to Section 3.5.9 on page 245.

IF you chose NOT to configure the IMM/IRMC IP address,
Netmask and Gateway data while configuring the BIOS settings
THEN you must wait until the OSV installation is complete
before verifying the Remote Console Startup. Proceed to step
8 of the OpenScape Voice Installation Checklist.

Step 13 of the OpenScape Voice Installation Checklist will
address the Remote Console Startup after the OSV installation

is complete.

8. Verify that the correct firmware version is used. Refer to Section
3.5.10 on page 253.

Table 7 FTS RX200 S6/S7 Server Installation Checklist (Page 2 of 2)

3.5.3 Inventorying and Inspecting the FTS RX200 S6/
S7 Server Installation Materials

Receive the materials as follows:

1. Inventory and inspect the materials.

Check for shipping damage.

Track shortages and discrepancies of materials.

Return and reorder damaged material according to local procedures.

o & 0N

On the FTS RX200 S6/S7 Server Installation Checklist, initial step 1 and
proceed to step 2.
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3.5.4 Locating the FTS RX200 S6/S7 Server Printed
Installation Guides and Digital Media

Collect and store in a secure location at the job site all the printed documentation
and digital media for any equipment that you will be installing. This includes, but
is not necessarily limited to the following:

¢ FTS RX200 S6/S7 server printed guides and digital media
e Ethernet switch documentation
¢ KVM documentation (if so equipped)

e Power distribution unit (PDU) or uninterruptible power supply (UPS)
documentation (if so equipped)

You might need to reference these documents/media for installation procedures,
physical characteristics of the server and other hardware components, and for
troubleshooting procedures.

On the FTS RX200 S6/S7 Server Installation Checklist, initial step 2 and
proceed to step 3.

3.5.5 Installing the FTS RX200 S6/S7 Servers into the
Rack

Install the servers into the rack as follows:

1. Refer to the FTS RX200 S6/S7 rack installation instructions to install the
servers into the rack.

2. Onthe FTS RX200 S6/S7 Server Installation Checklist, initial step 3 and
proceed to step 4.

3.5.6 Connecting the Cables to the FTS RX200 S6/S7
Server

The procedures for connecting cables are different based on the type of
OpenScape Voice (single-node or redundant) as well as on the hardware type
(e.g., FTS RX200 S6 or S7).

* For cable connections of FTS RX200 S6/S7 for a single-node OpenScape
Voice, refer to Section 3.5.6.1 on page 183.
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e For cable connections of FTS RX200 S6/S7 for a redundant OpenScape
Voice, refer to Section 3.5.6.2 on page 186.

Note: The Flexible Ethernet circuit and IP Address Configuration feature
allows for a flexible configuration of Ethernet circuits and IP addresses. This
feature has a direct impact on the Ethernet port configuration of and OpenScape
Voice server. In the extreme configuration case, an OpenScape Voice Server can
now be installed with one used Ethernet circuit (pair in case of redundancy) and
one single IP address. For more details, refer to Appendix F, “Flexible Ethernet
circuit and IP Address Configuration Examples”.

3.5.6.1 Connecting the Cables for a Single-Node FTS RX200
S6/S7

Connect the cables as follows:

1. Attach the keyboard, mouse (the FTS RX200 S6/S7 requires a USB keyboard
and mouse: a PS/2 to USB adaptor can be used in most cases), and monitor
cables to the server.

* Figure 9 on page 185 shows the connector locations at the back of the
FTS RX200 S6 server.

e Figure 10 on page 185 shows the connector locations at the back of the
FTS RX200 S7 server.

Note: If the equipment for OpenScape Voice includes a KVM, connect cables
from the keyboard, mouse, and monitor connectors on the server to the KVM
and connect the keyboard, mouse and monitor cables to the appropriate
connectors on the KVM. If necessary, refer to the KVM documentation for
assistance.

2. Attach the Ethernet cables.

Note: Ensure that the Ethernet switch or switches are configured for VLAN
operation and the gigabit links are programmed. Refer to the Ethernet switch
manufacturer’s documentation for instructions.

The Ethernet connections specified here assume that the standard Ethernet
device definitions in the node.cfg file were used. If the standard was not
used, the connections will be different from those listed here. The standard
Ethernet device definitions are as follows:

¢ Ethernet device definitions:
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— ethO_device _node1 through eth3_device _node1 are set to Ethernet
definition igb.

For a single-node OpenScape Voice:

* For FTS RX200 S6 server, Figure 9 on page 185 shows the Ethernet
ports at the back of server.

¢ For FTS RX200 S7 server, Figure 10 on page 185 shows the Ethernet
ports at the back of server.

The block of 24 Ethernet ports on the Ethernet switches are designated as
follows:

e The upper row of ports is odd numbers, 1 through 23, starting from
the left. For example, the first jack in the upper row of the Ethernet
switch 0 is designated as switch0.1

e The lower row of ports is even numbers, 2 through 24, starting from
the left. For example, the last jack in the lower row of the Ethernet
switch 1 is designated as switch1.24.

1 3 5 7 9 11 13 15 17 19 21 23

2 4 6 8 10 12 14 16 18 20 22 24

Whenever possible, cable the server as prescribed in Table 8 on page 184 so
that the wiring from one single-node OpenScape Voice installation to another
is uniform.

For a single-node OpenScape Voice:

¢ For FTS RX200 S6 server, refer to Figure 9 on page 185 and to Table
8 on page 184 to complete the Ethernet connections.

e For FTS RX200 S7 server, refer to Figure 10 on page 185 and to
Table 8 on page 184 to complete the Ethernet connections.

Connections for a Single LAN Configuration
Connection From To
Administration Port0 switch0.1
Signaling Port1 switch0.2
Billing/CDR Port2 switch0.3
iRMC interconnection iRMC Ethernet port switch0.4
Table 8 Ethernet Connections (FTS RX200 S6/S7 Single-Node Server)
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Figure 9 FTS RX200 S6 Rear View for the Single-Node OpenScape
Voice

eth0 ethi Unused eth?
Port0 Port1 iRMC interface Port2
Figure 10 FTS RX200 S7 Rear View for the Single-Node OpenScape
Voice

3. Attach the power cords to the server and to the power receptacle.

4. Onthe FTS RX200 S6/S7 Server Installation Checklist, initial step 4 and
proceed to step 5.
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3.5.6.2 Connecting the Cables for a Redundant FTS RX200 S6/

S7

Connect the cables as follows:

1.

Attach the keyboard, mouse (the FTS RX200 S6/S7 requires a USB keyboard
and mouse: a PS/2 to USB adaptor can be used in most cases), and monitor
cables to the server.

e Figure 11 on page 187 shows the connector locations at the back of the
FTS RX200 S6 server.

e Figure 12 on page 187 shows the connector locations at the back of the
FTS RX200 S7 server.

Note: If the equipment for OpenScape Voice includes a KVM, connect cables
from the keyboard, mouse, and monitor connectors on the server to the KVM
and connect the keyboard, mouse and monitor cables to the appropriate
connectors on the KVM. If necessary, refer to the KVM documentation for
assistance.

Attach the Ethernet cables.

Note: Ensure that the Ethernet switches are configured for VLAN operation
and the gigabit links are programmed. Refer to the manufacturer’s
documentation for instructions.

For a geographically separated node configuration in the same IP subnet
where the nodes are connected via an L2 network, each node's cluster
interconnect ports (3 and 7) must be in the same VLAN to ensure correct
bonding and creation of the cluster virtual IP addresses.

The Ethernet connections assume that the standard Ethernet device and
bonding driver definitions port mapping in the node.cfg file were used. If the
standard was not used, the connections will be different from those listed
here. The standard Ethernet device definitions and bonding driver definitions
port mapping are as follows:

¢ Ethernet device definitions:

— ethO_device_node1 through eth3_device_node1 and
eth0_device_node2 through eth3_device_node2 are set to Ethernet
definition igb.

— eth4_device_node1 through eth7_device_node1 and
eth4_device_node2 through eth7_device_node2 are set to Ethernet
definition igb.
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e Bonding driver definitions port mapping
— Cluster interconnection (cluster_dev): Port3 and Port7
— System administration (bonding_dev0): Port0 and Port4
— Signaling (bonding_dev1): Port1 and Port5
— Billing/CDR (bonding_dev2): Port2 and Port6

For a redundant (duplex) OpenScape Voice:

e For FTS RX200 S6 server, Figure 11 on page 187 shows the Ethernet
ports at the back of server.

e For FTS RX200 S7 server, Figure 12 on page 187 shows the Ethernet
ports at the back of server.

eth0 eth1 iRMC interface eth7 eth6 eth5 ethd eth3 eth2
Port 0 Port 1 Port7 Port6 Port5 Portd Port 3 Port 2

Figure 12 FTS RX200 S7 Rear View for a Redundant OpenScape Voice

The block of 24 Ethernet ports on the Ethernet switches are designated as
follows:

e The upper row of ports is odd numbers, 1 through 23, starting from the
left. For example, the first jack in the upper row of Ethernet switch 0 is
designated as switch0.1

* The lower row of ports is even numbers, 2 through 24, starting from the
left. For example, the last jack in the lower row of Ethernet switch 1 is
designated as switch1.24.

1 3 5 7 9 11 13 15 17 19 21 23
2 4 6 8 10 12 14 16 18 20 22 24
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Whenever possible, cable the server as prescribed in the following tables so
that the wiring from one OpenScape Voice installation to another is uniform.
Complete the Ethernet connections as follows:

* Co-located node configuration

— For FTS RX200 S6, use Figure 11 on page 187 and Table 9 on page
188 to make the Ethernet connections.

— For FTS RX200 S7, use Figure 12 on page 187 and Table 9 on page
188 to make the Ethernet connections.

¢ Geographically separated node configuration

— For FTS RX200 S6, use Figure 11 on page 187 and Table 10 on page
189 to make the Ethernet connections.

— For FTS RX200 S7, use Figure 12 on page 187 and Table 10 on page
189 to make the Ethernet connections.

Different cabling is required for the geographically separated node
configuration because two Ethernet LAN switches are required at each node

location.
Connections for a Co-Located Node Configuration
Connection From To
Cluster interconnection (cluster_dev) using Node1 Port3 Node2 Port3
direct connect CAT-5 cable. Node1 Port7 Node2 Port7
BondO0 interconnection (administration) Node1 Port0 switch0.1
Node1 Port4 switch1.1
Node2 Port0 switch0.2
Node2 Port4 switch1.2
Bond1 interconnection (signaling) Node1 Port1 switch0.3
Node1 Port5 switch1.3
Node2 Port1 switch0.4
Node2 Port5 switch1.4
Bond2 interconnection (billing/CDR) Node1 Port2 switch0.5
Node1 Port6 switch1.5
Node2 Port2 switch0.6
Node2 Port6 switch1.6
iRMC interconnection Node1 iRMC | switch0.7
Ethernet port
Node2 iRMC | switch1.7
Ethernet port

Table 9 Ethernet Connections; FTS RX200 S6/S7 Co-Located Node

Configuration
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The Ethernet LAN switch designations for a geographically separated
configuration are as follows:

¢ SwitchO and Switch1 for the Node1 location.

¢ Switch2 and Switch3 for the Node2 location.

Connections for a Geographically Separated Node Configuration

Connection From To

Bond0 interconnection (administration) Node1 Port0 switch0.1
Node1 Port4 switch1.1
Node2 Port0 switch2.1
Node2 Port4 switch3.1
Bond1 interconnection (signaling) Node1 Port1 switch0.2
Node1 Port5 switch1.2
Node2 Port1 switch2.2
Node2 Port5 switch3.2
Bond2 interconnection (billing/CDR) Node1 Port2 switch0.3
Node1 Port6 switch1.3
Node2 Port2 switch2.3
Node2 Port6 switch3.3

iRMC interconnection Node1 iRMC | switch0.4
Cluster interconnection (cluster_dev) using Ethernet port
direct connect CAT-5 cable. Node2 iRMC | switch2.4

Ethernet port

Cluster interconnection (cluster_dev) Node1 Port3 switch0.6
Node1 Port7 switch1.6
Node2 Port3 switch2.6

Node2 Port7 switch3.6

Table 10 Ethernet Connections; FTS RX200 S6/S7 Geographically
Separated Node

3. Attach the links between the Ethernet switches as follows:
Co-located node configuration:
Attach two links (100BaseT or 1000BaseT) between switch 0 and switch 1.

Geographically separated node configuration with a layer 2 cluster
interconnect:

¢ Node1 site

— Attach one link (100BaseT or 1000BaseT) between switch 0 and
switch 1.

— Attach one link (100BaseT or 1000BaseT) between switch 0 and one
layer 2 bridge.
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— Attach one link (100BaseT or 1000BaseT) between switch 1 and the
other layer 2 bridge.

¢ Node2 site

— Attach one link (100BaseT or 1000BaseT) between switch 2 and
switch 3.

— Attach one link (100BaseT or 1000BaseT) between switch 2 and one
layer 2 bridge.

— Attach one link (100BaseT or 1000BaseT) between switch 3 and the
other layer 2 bridge.

Geographically separated node configuration with a layer 3 cluster
interconnect:

The layer 3 IP cluster interconnect connection uses a proprietary transport
layer protocol, Internode Communication Facility (ICF), for communication. If
the cluster interconnect traffic passes through a firewall, the firewall might
block all this traffic. If this is the case, ensure that the customer has defined
custom rules in the firewalls to allow ICF traffic.

¢ Node1 site

— Attach one link (100BaseT or 1000BaseT) between switch 0 and
switch 1.

— Attach one link (100BaseT or 1000BaseT) between switch 0 and one
layer 3 router.

— Attach one link (100BaseT or 1000BaseT) between switch 1 and the
other layer 3 router.

e Node2 site

— Attach one link (100BaseT or 1000BaseT) between switch 2 and
switch 3.

— Attach one link (100BaseT or 1000BaseT) between switch 2 and one
layer 3 router.

— Attach one link (100BaseT or 1000BaseT) between switch 3 and the
other layer 3 router.

4. Attach the 2 power cords to the server and to the power receptacles. Repeat
this step for the other node.

5. Onthe FTS RX200 S6/S7 Server Installation Checklist, initial step 4 and
proceed to step 5.
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3.5.7 Modifying the FTS RX200 RAID Configuration

The subsections below describe the procedure for setting up the internal LSI
controller and disks into a mirrored pair.

For FTS RX200 S6 RAID Configuration, refer to Section 3.5.7.1, “Modifying the
FTS RX200 S6 RAID Configuration”, on page 192.

For FTS RX200 S7 RAID Configuration, refer to Section 3.5.7.2, “Modifying the
FTS RX200 S7 RAID Configuration”, on page 203.
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3.5.7.1 Modifying the FTS RX200 S6 RAID Configuration

The LSI RAID Creation is done via the WebBIOS Utility. Configure the internal LSI
controller and create the disk mirror as follows:

1. Turn on the server. After a short while the following screen is displayed:

Note: It is normal to see a blank screen for approximately 45 seconds.

K USERID@10.238.77.20 (Full Control) - iRMC 52 Advanced Video Redirection =18 x|
Extras Remote Storage Languages Preferences Help

Mouse Sync| |Ctrl| |AR| |Win| | ARGr| | Context| |[Lock]| | Ctrl-Ak-Del| Local Menitor always on

System Console

Initializing Intel(R) Boot Agent GE vl1.3.38
PXE 2.1 Build 088 (WfM Z2.0)

REVISION CAPACITY

0
(0] S BD: IR(
0 LSI Ui al Drive RAID1

found on the host adapter
handled by BIDS

1 Virtual Drive(s) found on the host adapter.

1 Vi 1 e(s) handled by BIOS
Stre > for WebBIOS or press <Ctrl><Y¥> for Preboot CLI _

[Initializing adapters... I phoenix )} |
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2. Press the Ctrl and H keys simultaneously to start the WebBios utility. The
following screen is displayed:

K] USERID©@10.238.77.20 (Full Control) - iRMC 52 Adh

=10 x|
Extras Remote Storage Languages Preferences Help

Mouse Syncj @l w Wlnl [AnGr‘ lCnntext_ I[Lock]_ lCtrl—An-Deli Local Meniter always on

Adapter Selection #
515

Adapter No.

Firmuare Version

J0.04-0785
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3. Select Start button and press Enter to get to the main page of WebBios. The
following screen is displayed:

K| admin@10.238.77.20 (Full Control) - iRMC S2 Advanced Video Redirection =3
Extras Remote Storage Languages Preferences Help

Mouse Sync | |Ctrl| |AlR| | Win| |ARGr Context| [Lock]| [Ctri-Ak-Del| Local Monitor always on
J 1 J J

MegaRAID BIOS Config Utility Physical Configuration

B 2] 2 ;
LIebBITS

Controller Selection | |.l<. Slot: 0, SAS, HDD, 278.875 GE , Unconfigured Good, FUJITSU
| Ll(. Slot: 1, SAS, HDD, 2768.875 GB , Unconfigured Good, FUJITSU

Kl 12

Left click on mouse to view properties I
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4. Use the tab key to navigate through the WebBios options on the left side of
the screen.

Select Configuration Wizard and press Enter. The following screen is
displayed:

K admin@10.238.77.20 (Full Control) - iRMC S2 Advanced Video Redirection
Extras Remote Storage Languages Preferences Help

MegaRAID BIOS Config Utility Configuration Wizard
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5. Select New Configuration. Click Next. The following screen is displayed:

Note: If the server was previously used and you want to reset the RAID
configuration and start as if it is a new system, select Clear Configuration.
Click Next. On the following screen, select Yes to clear the configuration. You
can then go back to step 4 and start setting up the RAID configuration.

K| admin@10.238.77.20 (Full Control) - iRMC S2 Advanced Video Redirection

Extras Remote Storage Languages Preferences Help

Mouse Sync | |Ctri| [Alt] | Win | |AtGr | |Context | |[Lock]| |Ctrl-Alt-Del | Local Monitor always on

onfig Utility Confirm Page

You have chosen to clear the configuration. This will destroy all virtual drives.
All data on all virtual drives will be lost.

Are you sure you want toclear the configuration?

vo) [ ves
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6. Since it is a new system, select Yes and press Enter to clear the
configuration. The following screen is displayed:

K admin@10.238.77.20 (Full Control) - iRMC S2 Advanced Video Redirection
Extras Remote Storage Languages Preferences Help
[Mouse Sync| [ctr] [AR] [win] [ator] [context] |Lock] [ctri-ar-Del] Local Monitor atways on

MegaRAID BIOS Config Utility Configuration Wizard

Redundancy henpossie ]
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7. Select Automatic Configuration. In the Redundancy field, select
Redundancy when possible. Click Next. This illustrates the new Virtual
RAID to be created as displayed on the following screen:

K| admin@10.238.77.20 (Full Control) - iRMC S2 Advanced Video Redirection
Extras Remote Storage Languages Preferences Help

[At] [win| [ator| [context] [iLocki] [ctri-At-Del] Local Montor always on

MegaRAID BIOS Config Utility Config Wizard — Preview

@fﬂ Configuration Preview: This is the configuration defined. Click ACCEPT to save
this configuration.

= ckplan ] Drive Group 0:R1=0KE
| 2 Slot: 0, SAS, HDD, 2738.875 GE , Onlin Virtual DriveO: RAID1: 2738.875 GB
| Lfii Slot: 1, SAS, HDD, 278.875 GB, Onlin

8. Select Accept and press Enter.
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9. When prompted if you want to “Save this Configuration”, select Yes and press
enter. The following screen is displayed:

K| admin@10.238.77.20 (Full Control) - iRMC S2 Advanced Video Redirection
Extras Remote Storage Languages Preferences Help

Mouse Sync| |Ctrl| [Alt| | Win | |AtGr | |Context | |[Lock]| |Ctrl-Alt-Del | Local Monitor always on

MegaRAID BIOS Config Utility Confirm Page

All data on the new Virtual Drives will be lost. Hant to Initialize?

10. Select Yes and press Enter to initialize the drives:

K| admin@10.238.77.20 (Full Control) - iRMC S2 Advanced Video Redirection
Extras Remote Storage Languages Preferences Help

Mouse Syncl f::trlJ lAIt l"v"u‘ll'l lMG! Context | |[Lock]| |Ctrl-Alt-Del| Local Monitor always on

MegaRAID BIOS Config Utility Virtual Drives

N o B 5 2

;C:i: Fast Initialize

Slow Initialize

Make Data Consistent
Properties

Set Boot Drive (current= NONE)

W G | = Reser |

s
Start the selected operat.ions l
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11. Select Fast Initialize. Select Go and press Enter. The following screen is
displayed:

K/ admin@10.238.77.20 (Full Control) - iRMC S2 Advanced Video Redirection

Extras Remote Storage Languages Preferences Help

Mouse Sync C‘trJJ[AIt Win | |AltGr | |Context | |[Lock]| |Ctrl-Alt-Del | Local Monitor always on

MegaRAID BIOS Config Utility Confirm Page

All data on selected Virtual Drives will be lost.
Want to Proceed with Initialization?

o [ e |

12. Select Yes to proceed with initialization.
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13. Click on the Home button to get back to the main page. The following screen
is displayed:

K| admin@10.238.77.20 (Full Control) - iRMC S2 Advanced Video Redirection
Extras Remote Storage Languages Preferences Help

Mouse Syncj Ctrl lm Win lAItGr_ lCorﬁext] '_[Lockll _CtrJ—Alt-Del Local Monitor always on

MegaRAID BIOS Config Utility Virtual Configuration

] | B3 G5 2
IJ-IEhBIns S Ap: 0, RAID 1

@ Controller Selection Lam Virtual Drives
- L& Virtual Drive: 0, 278.875 GE, Optimal
Lgm Drives
-; Backplane: (64), Slot:l, SAS, HDD, 276.875 GB, Online, FUJIT
I_!(. Backplane: (64), Slot:0, SAS, HDD, 278.875 GB, Online, FUJIT
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202

14. The logical view should now indicate the presence of a Virtual RAID.

From the WebBios options on the left, select Exit and press Enter. The
following screen is displayed:

K admin@10.238.77.20 (Full Control) - iRMC S2 Advanced Video Redirection
Extras Remote Storage Languages Preferences Help

Mouse Sync | |Ctri | |AlR| | Win AnGrl Context | [Lock]| [Ctri-Akt-Del| Local Monitor always on
J I J J

Exit Confirmation

Exit Application m

15. Select Yes and press Enter to confirm exiting the application.

16. For a redundant system, repeat step 1 on page 192 through step 15 on page
202 on the other server. Otherwise, continue to the next step.

On the FTS RX200 S6/S7 Server Installation Checklist, initial step 5 and
proceed to step 6.
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3.5.7.2 Modifying the FTS RX200 S7 RAID Configuration

The LSI RAID Creation is done via the WebBIOS Utility. Configure the internal LSI
controller and create the disk mirror as follows:

1. Turn on the server. After a short while the following screen is displayed:

Note: It is normal to see a blank screen for approximately 45 seconds.

[PCI SLOT ID LUN VENDOR REVISION CAPACITY

LSI ’ 2.130.354-182
4 © TOSHIBA ’ 5212

0  TOSHIBA " 5212

) found on the }
) handled by BIDS

0 Virtual Drive(s) found on the host adapter.

0 Virtual Drive(s) handled by BIOS
Pr Ctr > for WebB or pre {Ct) > for Preboot CLI _

2. Press the Ctrl and H keys simultaneously to start the WebBios utility.
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3. Select Start button and press Enter to get to the main page of WebBios.

Adapter Selection h 5'0‘
Ou\

Adapter No.

Firmware Version

4. Use the tab key to navigate through the WebBios options on the left side of
the screen.
Select Configuration Wizard and press Enter.

MegaRAID BIDS Config Utility Physical Configuration 5]..2),
Ouk

3 | Bl 2|
LiebBI0S

oftware Option:

@ Ads

2
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5. Select New Configuration. Click Next.

K/ SIEMENS@10.235.80.10 (Full Control) - iRMC 52/53 Advanced Video Redirection (=]

Extras Remote Storage Power Control Languages Preferences Help

Mouse Sync ﬂ AR Win| [ARGr Cor‘rtextI [Lock]llc‘tri-;ﬁ.n-Del Local Monitor always on

MegaRAID BIOS Config Utility Configuration Wizard

L]
LS13'2

Configuration Wizard guides you through the steps for configuring the MegaRAID
systenm easily and efficiently. The steps are as follous:

1. Drive Group definitions Group drives into Drive Groups.
& Virtual Drive definitions Define virtual drives using those drive groups.
3. Configuration Preview Preview configuration before it is saved.

Please choose appropriate configuration type:
¢ Clear Configuration Allows you to clear existing configuration only-

%] New Configuration Clears the existing configuration. If you have any existing data
""" in the earlier defined drives, the data will be lost.

¢ Add Configuration Retains the old configuration and then adds new drives to the
configuration. This is the safest operation
as it does not result in any data loss.
3

X Cancel | wp Wext |

6. Click Yes to clear the configuration.

K| SIEMENS@10.235.80.10 (Full Control) - iRMC S2/S3 Advanced Video Redirection

Extras Remote Storage Power Control Languages Preferences Help

_Mouse Sync_ _Clrl_ _Al't_ _Win_ _AItGr_ _Conte)d_ _[Lock]_ _C‘tri.;\.n-Del_ Local Monitor always on

MegaRAID BIOS Config Utility Confirm Page Lsi abs

g

n toclear the configuration. This will d
virtual dri will be lost.
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7. Select Manual Configuration. Click Next to start creating the array.

MegaRAID BIOS Config Utility Configuration Wizard

Redundancy when possible

8. Select Slot:0. Hold down the Ctrl key and click on Slot:1 so that both entries
are highlighted.
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9. Click Add to Array to add the disks to the drive group.

onfig Utility Config Wizard - Drive Group Definition 5'“'
0‘\

Drive Group Definition: To add drives to Drive Group,hold Control key while selecting
Unconf Good drives and click on Add to Array. Then Accept Drive
Group. Drive addition can be undone by selecting the Reclaim
button.

[ bewes | brieorows |
L@ Drive Groupd

X Cancel | 4m Back | wp Next |

10. Click Accept DG on the right panel.

MegaRAID BIDS Config Utility Config Wizard - Drive Group Definition

b
SI3:

Drive Group Definition: To add drives to Drive Group,hold Control key while selecting
Unconf Good drives and click on Add to Array. Then Accept Drive
Group. Drive addition can be undone by selecting the Reclaim

button.
[ hves T orveaops |
] lane [Dri roupd
¢i Slot: U, 545, HDD, 278:675 GB, Onlin Hf; Backplane, SLot:0, SA5, HDD, 276:57
| L Slot:1, SAS, HDD, 278.875 GB, Onlin | i Backplane, Slot:1, SAS, HDD, 276.87
4 M ¥
iy Add To Array d B DG 4 Reclaim

X Cancel | 4m Back | wp Next |
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11. Click Next to accept the array.

MegaRAID BIDS Config Utility Config Wizard - Drive Group Definition

]
LI

Drive Group Definition: To add drives to Drive Group,hold Control key while selecting
Unconf Good drives and click on Add to Array. Then Accept Drive
Group. Drive addition can be undone by selecting the Reclaim
button.

S BT

[ "Ef lot: U, SAS, HDD, 278.875 GB , Onlin kplane, SlotiD, SAS, HDD, 278.587
[ .'E. slot:l, 545, HDD, 278875 GB , Onlin «i Backplane, Slotil, SAS, HDD, 278.87
Drive Groupl

4 >

&y Add To Array

12. Click Add to SPAN to add the array to a span which puts the span into the
Span column.

MegaRAID BIOS Config Utility Config Wizard — Span Definition spa ’
Iu'\

Span Definition: To add array hole to a Span, select an array hole from the
drop-down.Click on Add To Span. Array hole will be added to the

span.firray Hole addition can be undone by selecting the
Reclaim button.

Drive Group:0,Hole:0,RO,R1,557.750 GB 1]

- B - B

X Cancel | 4m Back | wp Nexc |
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13. Click Next to define the Virtual Drive.

14. Ensure RAID Level is set to RAID 1.
Set the Select Size to 278.875 GB (the max for a type 1 RAID).

All other parameters should be set as shown below. Click Accept.

MegaRAID BIOS Config Utility Config Wizard - Virtual Drive Definition

Write Through

= |
[V & |
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15. Click Yes to continue with Write Through mode since Write Through is the
only acceptable method for this RAID.

MegaRAID BIOS Config Utility irm Page s
LI

of power failure.

ct Write Through mode?

=
Ay

16. Click Next to get to the preview window.

MegaRAID BIOS Config Utility Config Wizard - Virtual Drive Definition

|m1_n Level ”m

|§tr1p Size “ 64KB  y|

fAccess Policy [ Ru v

Read Policy Normal ﬂ
Write Policy Vrite Through ||

|IQ Policy Direct ﬂ
Drive Cache i |
|_ Pisable ¥ Press Back Button To Add Another Virtual Drive.

|DisableB§I ||No vl

|Se1ect81ge “ B

| o Reclain

X Cancel | 4u Back | up Hext |
43
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17. Verify the configuration matches the screen below. Click Accept.

MegaRAID BIDS Config Utility Config Wizard - Preview

|
ﬁﬂ Configuration Preview: This is the configuration defined. Click ACCEPT to save
this configuration.

Jackplane

[ up 0 :R1=0 KB
1 Slot: 0, SAS, HDD, 276.875 GE, Onlin VD 0: RAIDL: 273.875 GB: Optimal
Hk
| .mi Slot: 1, SAS, HDD, 278.875GE, Onlin

X Cancel | 4m Back |

3 ||

5
=

cep
23

18. Cick Yes to save the configuration.

K/ SIEMENS@10.235.80.10 (Full Control) - iRMC S2/S3 Advanced Video Redirection

Extras Remote Storage Power Control Languages Preferences Help

Mouse Sync | |Chrl| |AR| |Vin | | ARGr Context| [Lock]lICtri-AIt-Del Local Monitor always on

MegaRAID BIOS Config Utility Confirm Page

"
5152
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19. Click Yes to initialize the new virtual drive.

MegaRAID BIOS Config Utility Confirm Page

]
LS5

fill data on the new Virtual Drives will be lost. Yant to Initialize?

20. At this time, the RAID configuration is complete. Since the array is now
Optimal, it is not necessary to initialize the array by clicking Fast/Slow
Initialize.

The RAID is now created and initialized. Click on the Home button at the
bottom left of the screen to get back to the Main Configuration window.

MegaRAID BIDS Config Utility Virtual Drives |.5|‘J'
r &
i KQf A -

Virtual Drives:

| |_g VDO: RAIDI: 278.875 GE: Optimal

Fast Initialize

Slow Initialize

Hake Data Consistent
Properties

. 0 e e @

Set Boot Drive (current= NONE)

N Go | © Resec |

[ e D [« == |

N
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21. The logical view should now indicate the presence of a Virtual RAID.

From the WebBios options on the left, cllick Exit.

MegaRAID BIDS Config Utility Virtuwal Configuration

£ il 2|

¢ virtual Drive: 0, 278.875 GE, Optimal
L@ rives

< Backplane, Slot:0, SAS, HDD, 2758.875 GB, Online, TOSHIBL M
%, Backplane, Slot:l, SAS, HDD, 278.875 GB, Online, TOSHIBA M

@ Controller Properties

@ Scan Devices
@ Virtual Drives
@ Drives

@ Configuration Wizard

Exit from utility [

22. Click Yes to confirm exiting the application.

Exit Confirmation

Exit Application m
n

23. For a redundant system, repeat step 1 on page 203 through step 22 on page
213 on the other server. Otherwise, continue to the next step.

24. On the FTS RX200 S6/S7 Server Installation Checklist, initial step 5 and
proceed to step 6.
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3.5.8 Modifying the FTS RX200 BIOS Settings

The subsections below describe the procedure for modifying the BIOS settings.

For FTS RX200 S6 BIOS settings, refer to Section 3.5.8.1, “Modifying the FTS
RX200 S6 BIOS Settings”, on page 214.

For FTS RX200 S7 BIOS settings, refer to Section Section 3.5.8.2, “Modifying the
FTS RX200 S7 BIOS Settings”, on page 227.

3.5.8.1 Modifying the FTS RX200 S6 BIOS Settings

Attention: This text applies to native OpenScape Voice installations only, not
virtual machine installations. It is not recommended to update the IMM/iRMC
IP address, Netmask, or Gateway address settings with the BIOS before the
OSV image installation.

More information is provided in the appropriate step for the BIOS configuration.

Modify the BIOS settings for FTS RX200 S6 as follows:

1. If not currently in the Setup Ultility, reboot the server (either cycle the power or
press the Ctrl-Alt-Del keys simultaneously).

Note: It is normal to see a blank screen for approximately 45 seconds.
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2. When the following screen is displayed, press the F2 function key to run the
BIOS Setup Utility.

K| USERID@10.238.77.20 (Full Control) - iRMC 52 Advanced Video Redirection =1o] x|
Extras Remote Storage Languages Preferences Help

Mouse Sync| |Ctrl| |AR| |Win| | ARGr| |Context| |[Lock]| | Ctri-Ak-Del| Local Menitor always on

s Ltd.
Solutions

Optiarc DUD RW AD-7?
Imation ImationFlashDriuv

nsor status: CRITICAL PSU1

to enter SETUP

(<F2>Setup - <F12>Boot Menu I phoenix )} |
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The Main screen of the BIOS Setup Utility is displayed as in the following
screen:

E USERID@&10.238.77.20 (Full Control) - iRMC 52 Advanced Video Redirection = =13

Extras Remote Storage Languages Preferences Help

Il.1c|use Sync| |Ctrl W‘ |Win| |ARGr |Contex1 [Luc};]| _CtrI-Art—DeII Local Monitor always on

Advanced Security Pouer Server Boot

SATA Port 1
SATA Port 2
SATA Port 3
SATA Port 4
SATA Port 5
» SATA Port 6

System Date:

» Boot Features

System Memory: 631K
Extended Memory: 12278M ~» 1333MHz

Item Specific Help

[[E:27:001
[09,/15,20101
<Tab>, <Shift-Tab>, or
None <Enter> selects field.
None

None

None

None

[Optiarc DUD RW-(36)1

Setup utility

1

3.

216

On the Main screen of the Setup Utility, verify the system’s time and date. If it
is incorrect, set System Time and System Date. Use the tab key to highlight
the correct field and press the space bar to change the field to the correct
time/date value.

The banner at the bottom of the Main screen describes how to select and
change the values in the time and date fields on the Main screen. It also
describes how to select screens.

The right column of the Main screen provides item specific help.
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Once completed, use the right arrow key to move to Advanced tab:

K| USERID®10.238.77.20 (Full Control) - iRMC S2 Advanced Video Redirection - |u];|
Extras Remote Storage Languages Preferences Help

Mouse Sync| | Ctrl @ Win| | ARRGr |Contex1 | Ctri-Al-Del| Local Monitor always on
System Console

Main Security

Item Specific Help

Setting items on this menu to incorrect
values may cause your system to malfunction. Select options for
fidvanced Processor
> Peripheral Configuration Conf iguration.

> Advanced System Conf iguration

» Advanced Memory Options
» PCI Configuration

Setup utility
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4. Using the down arrow, navigate to “Advanced Processor Options” and press
Enter. Using the down arrow, move down to “Enhanced Idle Power State”.
Change the value to Disabled and press Enter as shown on the following

screen:

! USERID®10.238.33.20 (Full Control) - iRMC 52 Advanced Video Redirection

Extras Remote Storage Languages Preferences Help

Mouse Sync @ Win | |ARGF |Cor':texti [Lock] iCuI-An-Dell Local Monitor always on

oy

Advanced Processor Options

Item Specific Help

CPU Mismatch Detection:
QPI Bus Speed:

QFI L1 Power State:
Enhanced SpeedStep:

Performance/Power Setting: |ENEL
Core Multi-Processing:

fAictive Cores per CPU:
Hyper-Threading :

Virtualization Technology (UT-x):
Virtualization Technology (UT-d):

[Enabled]
[Automaticl
[Enabled]
[Enabled]
djl

Turbo Boost Technology: Disabled

led
[Alll
[Enabled]

[Enabled]
[Enabled]

Enables the lower pouwer
state during 0-5 idle
phase. The CPU and the
Chipset consume less
power than C1 State if
this option is emabled.

Setup utility

218
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5. Using the down arrow, move down to “Hyper-Threading”. Change the value
to Disabled and press Enter as displayed on the following screen:

F USERID@&10.238.77.20 (Full Control) - iRMC 52 Advanced Video Redirection - |u];|
Extras Remote Storage Languages Preferences Help

_l.louse Sync _Ctri_ ﬁ _er _AlGri iContext_ [Lucl;]| _CtrI-Nt—DeII Local Monitor always on
System Console

I -~

Advanced Processor Options Item Specific Help

CPU Mismatch Detection: [Enabled] Enables the second
QFI Bus Speed: [Automatic] logical processor
OPI L1 Power State: [Enabled] within the currently
Enhanced SpeedStep: [Enabled] enabled physical
Enhanced Idle Power State: 1 Processor cores.
Turbo Boost Technology: Disabled
Performance-Power Setting: Enabled

Core Multi-Processing:
fAictive Cores per CPU:

Virtualization Technology (UT-x): [Enabledl
Virtualization Technology (VT-d): [Enabledl

— /4
Enter

Setup utility = ﬂ"@ ‘

6. Press Esc to return to Advanced tab screen.
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7. Using the right arrow, move to Server tab:

F USERID&10.238.77.20 (Full Control) - iRMC 52 Advanced Video Redirection = [=1E3]|

Extras Remote Storage Languages Preferences Help

_r.louse Sync_ Ctrl_ @ _wln _AnGr] _Cantextl _ILook] ICtrLAn-DeI‘ Local Monitor always on
System Console

Main Advanced Security Pouwer Boot

Item Specific Help

0/S Boot Timeout: [Disabled]
Action: [Reset]
Timeout Value: [ 10] Intelligent Platforn

Management Interface -

ASR&R Boot Delay: [21 A delay may be noticed

Power Cycle Delay: [ 7?1 when selecting IPMI,

Temperature Monitoring: [Disabled] this is due to the

retrieval of sensor

Boot Retry Counter: [31 data.
b CPU Status

» Memory Status
» PCI Status
» Console Redirection

Setup utility [ phoenix)) \
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8. Using the down arrow, navigate to “IPMI” and press Enter. The following
screen is displayed:

K| USERID&10.238.77.20 (Full Control) - iRMC 52 Advanced Video Redirection =18 x|
Extras Remote Storage Languages Preferences Help

Mouse Sync IE IE E\ IContexti [Lock] |CtrLAn-De|| Local Monitor always on

e e —
IPMI

Item Specific Help

SH Error Halt: [Disabled] Set the LAN parameters
Load iRMC Default Values: [Nol for the iRMC

Clear System Event Log [Disabled]
Event Log Full Mode: [Dveruritel

Date Format to show MM DD YYY¥Y]
Date Separator [Ls1

» System Event Log

» System Event Log (list mode)
» Realtime Sensor Data

b IPMI Status

-/
Enter

Setup utility [ phoenix)) \
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9. Using the down arrow, navigate to “LAN Settings” and press Enter. The
following LAN Settings sub screen is displayed:

K| USERID@&10.238.77.20 (Full Control) - iRMC 52 Advanced Video Redirection = =13
Extras Remote Storage Languages Preferences Help

Mouse Sync| | Ctri @ Win| | ARGr Iflcn-utemi [Lock] |CtrLAn-DeJ| Local Monitor always on
System Console

Server

LAN Settings Item Specific Help

Management LAN: [Enabled] Do you wish to DHCP
Management LAN Speed: [Autol support for iRMC.
Management LAN Port: [Ma 1 It is recommended to use

[ 1 the same setting you
Local IP Address: [010.238.077.0201 have specified on the
Subnet Mask: [255.255.224.0001 0S Network for the used
Gateway Address: [010.238.064.0011 network card.

ULAN ID Tagging: [Disabled]

-/
Enter

Setup utility . phosnix))

A31003-H8090-J100-55-7631, 08/2024
222 OpenScape Voice V9, Installation Guide



Installing the Hardware Platform
Installing the FTS RX200 S6/S7 Server

10. Ensure the Management LAN, Management LAN Speed, Management
LAN Port and VLAN ID Tagging settings match the values listed on the
following screen. This will force use of the maintenance port.

Unless the IPMI address comes from a DHCP server, change DHCP value to
Disabled as shown on the following screen:

E USERID@&10.238.77.20 (Full Control) - iRMC 52 Advanced Video Redirection = [=1E3]

Extras Remote Storage Languages Preferences Help

Mouse Sync| | Ctri IEI Win AItGrI Context| |[Lock] 'CtrLAn—EeI‘ Local Monitor always on

Server

LAN Settings Item Specific Help

Management LAN: [Enabled]

Do you wish to DHCP

Management LAN Speed:
Management LAN Port: agenent 1
[IEnab led)]

Local IP Address:
Subnet Mask:
Gateway Address:

support for iRMC.

It is recommended to use
the same setting you
have specified on the
0S Network for the used
network card.

ULAN ID Tagging:

Setup utility

[

-

Attention: This text applies to native OpenScape Voice installations only, not
virtual machine installations.

It is NOT recommended to configure the IMM/iRMC IP address, Netmask,
and Gateway address settings now (with the BIOS settings) before the OSV
image Installation. The reason is to allow the Remote Maintenance
Controller to be updated with the default OSV sa_ipmi shutdown agent
credentials by the installation process.

IF you choose to configure the IMM/iIRMC IP address, Netmask and Gateway
now, THEN the Remote Maintenance Controller MAY NOT be updated with
the OSV default sa_ipmi shutdown agent credentials during the OSV
installation process. This may cause sa_ipmi test failures. If this situation
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occurs, step 11 of the OpenScape Voice Installation Checklist should resolve
the issue.

Any questions should be addressed to your next level of support.

11. Press the Esc key twice to back out to the Menu screen. Using the right arrow
key, move to Boot tab:

K| USERID®10.235.10.20 {Full Control) - iRMC 52 Advanced Video Redirection
Extras R L: Pr Help

Mouse Sync | (Cirl |ﬂ| Win| |ARGr | |Conteod | |[Lock] | |Cirl-Akt-Del | Local Monitor ahavay's on

Systen Console

Hain = ity Power

Iten Specific Help
Boot priority order:

1: SATA CD: Optiarc DUD RU-(S56)

2: PCI SCSI: (Bus 02 Dev @0)PCI RAID Ad Keys used to view or

4

5

6

7

8

conf igure devices:
Up and Doun arrous
select a device.
<+> and <-> moves
the device up or doun.
: <f> and <r> specifies
Excluded from boot order: the device fixed or

: USB KEY: removable.
PCI BEV: IBA GE Slot 0100 v1338 <x> exclude or include
PCI BEV: IBA GE Slot 0300 v1338 the device to boot.
PCI BEV: IBA GE Slot 06301 v1338 <Shift + 1> enables or
Legacy Network Card disables a device.
Bootable Add-in Cards <1 - 4> Loads default
boot sequence.
Do not use keypad.

—/+ F3
Enter F10

Setup utility . Pﬁ'@ |
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12. Verify that the boot order is as above, using the +, - and other keys to set the
boot order to appropriate values. When done, using the right arrow key, move
to Exit tab:

F USERID@&10.238.77.20 (Full Control) - iRMC 52 Advanced Video Redirection = =13
Extras Remote Storage Languages Preferences Help

|Mouse Sync| | Ctrl IE Win| | ARGr Context| [Lock] |CtrLAn-ﬂe]| Local Monitor always on
System Console

Advanced Security Server Boot

Item Specific Help

Discard Changes & Exit
Get Default Values Exit System Setup and
Load Previous Values save your changes to
CHODS.

=7
Enter

Setup utility . phosnix))
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13. Select Save Changes & Exit, and press Enter.

F USERID&10.238.77.20 (Full Control) - iRMC 52 Advanced Video Redirection = =13

Extras Remote Storage Languages Preferences Help

Mouse Sync| | Ctri IE Win| | ARGr IContexti [Lock] |CtrLAn-ﬂe]| Local Monitor always on
System Console

Main Advanced Security Server Boot

Item Specific Help

Discard Changes & Exit
Get Default Values Exit System Setup and
Load Previous Values save your changes to
CHODS.

Setup Conf irmation

Save configuration changes and exit now?

iyes)] [Nol

Space Enter

Setup utility . phosnix))

14. In the Setup Confirmation dialog box, select Yes to confirm that you want to
exit. The system reboots.

15. For a redundant system, repeat step 1 on page 214 through step 14 on page
226 on the other server. Otherwise, continue to the next step.

16. On the FTS RX200 S6/S7 Server Installation Checklist, initial step 6 and
proceed to step 7.
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3.5.8.2 Modifying the FTS RX200 S7 BIOS Settings

Attention: This text applies to native OpenScape Voice installations only, not
virtual machine installations. It is not recommended to update the IMM/iRMC
IP address, Netmask, or Gateway address settings with the BIOS before the
OSV image installation.

More information is provided in the appropriate step for the BIOS configuration.

Modify the BIOS settings for FTS RX200 S7 as follows:

1. Ifnot currently in the Setup Ultility, reboot the server (either cycle the power or
press the Ctrl-Alt-Del keys simultaneously).

Note: It is normal to see a blank screen for approximately 45 seconds.

2. When the following screen is displayed, press the F2 function key to run the
BIOS Setup Utility.

& American
FU] lTSU Megatrends
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The Main screen of the BIOS Setup Ultility is displayed as in the following screen:

» System Information
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3. Use the right arrow key to select the Save & Exit tab. The following screen is
displayed:

K SIEMENS®10.235.80.10 (Full Control) - iRMC S2/53 Advanced Video Redirection
Extras Remote Storage Power Control Languages Preferences Help
i o) ) i) ] et o] 0] o oo sy

Cop! 2) 2012 Am

etup Utility ight (

Save Changes and Exit

4. Use the down arrow to select Restore Defaults and press Enter. At the
following prompt, select Yes and press Enter.

Aptio Setup Utility

Restore Defaults Load Optimized Defaults

timized Defaults?
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5. Use the left arrow to move to the Main tab of the Setup Utility. The following
screen is displayed:

& SIEMENS®10.235.80.10 (Full Control) - iRMC 52/S3 Advanced Yideo Redirection

Extras Remote Storage Power Control Languages Preferences Help
i ] ) ) ) ) ) ] oo e sy

Aptio Setup Utility - Copyright (

» System Information

6. On the Main screen of the Setup Ultility, verify the System Date and System
Time. If the settings are incorrect, correct them now. Use the tab key to
navigate to each entry in the desired field. Press the space bar to increment
the value. Press the "-" (minus) key to decrement the value.
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K SIEMENS®10.235.80.10 (Full Control) - iRMC 52/53 Advanced Video Redirection

Extras Remote Storage Power Control Languages Preferences Help

e 5] ] ] ] o] ] ] vtk s

Aptio Setup Utility

System Date

The bottom right column of the Main screen describes how to select and
change the values in the time and date fields on the Main screen. It also
describes how to select screens.

The upper right column of the Main screen provides item specific help.

7. Once completed, use the right arrow key to move to the Advanced tab.
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8. Use the down arrow key to select CPU Configuration and press Enter.

K SIEMENS®10.235.80.10 (Full Control) - iRMC $2/83 Advanced Yideo Redirection
Extras Remote Storage Power Control Languages Preferences Help

e 0] ] ) i) ) ) ] ] o odr s o

Aptio Setup Utility - Copyright (C) 2012 American Megatrends, Inc.

» CPU Configuration

9. Use the down arrow key to select Hyper Threading. Press the "-" (minus) key
to set the value to Disabled.

Ki USERID®10.235.80.10 (Full Control) - iRMC S2/53 Advanced Video Redirection
Extras Remote Storage Power Control Languages Preferences Help

Hyper-threading [Disabled]
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10. Press Esc to return to the main screen of the "Advanced" tab. The following
screen is displayed:

Ki USERID®10.235.80.10 (Full Control) - iRMC $2/53 Advanced Video Redirection
Extras Remote Storage Power Control Languages Preferences Help

[Mouse syne] (o] [ae] [win] [axcr] [context] focky] ctr-a.Del] Local Montor aiweys on
Apt 0 Utility - t (

tility Copyright (C) 2012 American Megatrends, Inc.

» CPU Configuration
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11. Use the down arrow key to select Onboard Devices Configuration and
press Enter.

K SIEMENS©10.235.80.10 (Full Control) - iRMC $2/S3 Advanced Video Redirection
Extrasy Remote Storage Power Control Languages Preferences Help

s o] ] ] i) o) ] o) ot Ao ot vertr vy on

Aptio Setup Utility - Copyright (C) 2012 American Megatrends

» Onboard Devices Configuration
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12. Use the down arrow key to select Onboard SAS/SATA (SCU). Press the "-"
(minus) key to set the value to Disabled.

K SIEMENS®10.235.80.10 (Full Control) - iRMC $2/83 Advanced Video Redirection
Extras Remote Storage Power Control Languages Preferences Help

e o ] ) i) i) ) ]t ] o oder s o

Aptio Setup Utility - Copyright (C) 2012 American Megatrends, Inc.

Onboard SAS/SATA (SCU) [Disabled]
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13. Press Esc to return to the main screen of the "Advanced" tab.
14. Use the right arrow key to move to the Server Mgmt tab.

15. Use the down arrow key to select iRMC LAN Parameters Configuration.
Press Enter.

» iRMC LAN Parameters Configuration

A31003-H8090-J100-55-7631, 08/2024
236 OpenScape Voice V9, Installation Guide



Installing the Hardware Platform
Installing the FTS RX200 S6/S7 Server

16. Use the down arrow key to select IP Configuration. Press the "-" (minus) key
to set the value to use static configuration.

IP Configuration [use statlec configur...]

Attention: This text applies to native OpenScape Voice installations only, not
virtual machine installations.

Itis NOT recommended to configure the IMM/iRMC IP address, Netmask,
and Gateway address settings now (with the BIOS settings) before the OSV
image Installation. The reason is to allow the Remote Maintenance
Controller to be updated with the default OSV sa_ipmi shutdown agent
credentials by the installation process.

IF you choose to configure the IMM/iIRMC IP address, Netmask and Gateway
now, THEN the Remote Maintenance Controller MAY NOT be updated with
the OSV default sa_ipmi shutdown agent credentials during the OSV
installation process. This may cause sa_ipmi test failures. If this situation
occurs, step 11 of the OpenScape Voice Installation Checklist should resolve
the issue.

Any questions should be addressed to your next level of support.

17. Press Esc to return to the main screen of the "Server Mgmt" tab.

18. Use the right arrow key to move to the "Boot" tab.
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19. Use the down arrow key to select Boot Removable Media. Use the "-"
(minus) key to select value Enabled.

& SIEMENS®10.235.80.10 (Full Control) - iRMC 52/53 Advanced Video Redirection
Extras Remote Storage Power Control Languages Preferences Help

ouse syme| (] ] o [t [Contea] oot

Aptio Setup Utility

Boot Removable Media [Enabled]
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20. Use the down arrow key to select Boot Option #1. Press Enter.

Use the down arrow key to select P0: Optiarc DVD RW AD-7760H and press
Enter.

K SIEMENS®10.235.80.10 (Full Control) - iRMC S2/53 Advanced Yideo Redirection

Extras Remote Storage Power Control Languages Preferences Help

e ] ) i) ] o] ] o]

Local Mondor shways on
Aptio Setup Utility ;) 2012

ht

Boot Option #1
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21. Use the down arrow key to select Boot Option #2. Press Enter.

Use the down arrow key to select (Bus 01 Dev 00) PCI RAID Adapter and
press Enter.

i SIEMENS®10.235.80.10 (Full Control) - iRMC $2/53 Advanced Yideo Radirection
Extras Remote Storage Power Control Languages Preferences Help

] ) ] ] ] o] ] o] ovt ot sy

Aptio Setup Utility - Copyright (

Boot Option #2 [(Bus 01 Dewv 00)PCI ...]
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22. Use the down arrow key to select Boot Option #3. Press Enter.

Use the down arrow key to select Disabled and press Enter.

K/ SIEMENS®10.235.80.10 (Full Control) - iRMC 52/53 Advanced Video Redirection
Extras Remote Storage Power Contrel Languages Preferences Help

] o] ] ) ] ] ] ] s o v
opyrigh (C) 2012 America

Aptio Setup Utility [ ht (

Boot Option #3 [Disabled]
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23. After the changes of the previous steps are done, verify that the screen of the
"Boot" tab has the following settings:

K| USERID®10.235.80.10 (Full Control) - iRMC 52/53 Advanced Video Redirection
Extras Remote Storage Power Control Languages Preferences Help

(wouse sync] (o] [AR] [ [axor] [cane] ook [c-a.0el

Aptlo Setup Ut

Boot Option #3 [Disahled]
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24. Use the right arrow key to move to the "Save & Exit" tab.

Save Changes and Exit

25. Press F4 key to "Save & Exit".

In the Save & Exit Setup dialog box, select Yes to confirm that you want to
exit. The system reboots after few seconds.

Sawe Changes and Exit
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26. For a redundant system, repeat step 1 on page 227 through step 25 on page
243 on the other server. Otherwise, continue to the next step.

27. On the FTS RX200 S6/S7 Server Installation Checklist, initial step 6 and
proceed to step 7.
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3.5.9 Remote Console Startup for the FTS RX200 S6/
S7 Server

Note: During the server installation; IF you chose to configure the IMM/IRMC IP
address, Netmask and Gateway data while configuring the BIOS settings THEN
you can continue with the Remote Console Startup;

- For the RX200 S6 server, the iRMC address is the Local IP Address you
specified in Section 3.5.8.1, “Modifying the FTS RX200 S6 BIOS Settings”, step .
10 on page 223.

- For the RX200 S7 server, the iRMC address is the IP Address you specified
in Section Section 3.5.8.2, “Modifying the FTS RX200 S7 BIOS Settings” step 16
on page 237.

IF you did not choose to configure the IMM/IRMC IP address, Netmask and
Gateway data while configuring the BIOS settings THEN you must wait until the
OSV installation is complete before verifying the Remote Console Startup. Step
13 on page 32 of the OpenScape Voice Installation Checklist will address the
Remote Console Startup after the OSV installation is complete. At this time
proceed to step 8 on page 30 of the OpenScape Voice Installation Checklist.

IF you arrived here from step 13 of the OpenScape Voice Installation Checklist
THEN proceed to step 1 of this procedure. Use the rsa_1_ip (for node 1) and
rsa_2_ip (for node 2) listed in the /etc/hig8000/node.cfg file as the iIRMC address.

Note: The Java version of the machine accessing the OSV server iRMC can
negatively affect the behavior of the Remote Console feature. Refer to Section
3.7, “Remote Video Redirection and Java 7, Update 51", on page 274 for an
example. A link back to this section will be provided.

Proceed with the steps below to remotely connect to the console of an OSV
FTS RX200 server.

1. Start a web browser. Type the IP address of the iRMC in the Address bar and
press Enter.

Use https for a secure connection. This should bring up the web page for the
iRMC.

You will be prompted for a user name and password. The default values are
admin (for both fields). After the user id and password are entered, the main
page should come up as shown on the screen below.
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Authentication Required @

A username and password are being requested by https:[f10.235.131.10. The site says: "RMC
SI@RMCF33531"
User Name: | |
Password:
[ oK ] [ Cancel l

After the user name and password are entered, the main page should come
up.

Attention: If step 1 is unsuccessful there may be a problem with the IMM
configuration.

IF you chose to configure the IMM/iRMC IP address, Netmask and Gateway data
while configuring the BIOS settings THEN you should contact your next level of
support.

IF you arrived at this section after the OSV image installation THEN the following
test should be executed (on both nodes of a duplex system):

a) Try to log in via SSH using the iIRMC credentials. The iRMC IP address can be
read from file /etc/opt/SMAW/SMAWhaext/sa_ipmi.cfg. Using the IP address and
the iRMC userid, try to log in via SSH to the iRMC. You need to know your iRMC
password to login! Example given:

root@fsc201:[~] #110

# cat /etc/opt/'SMAW/SMAWhaext/sa_ipmi.cfg
TestLocalStatus

encryptedPassword true

useCycle

retryPonCnt 2

fsc201 10.235.16.20:USERID:DUMMY cycle
fsc202 10.235.16.21:USERID:DUMMY cycle
root@fsc201:[~] #111

# ssh <USERID>@10.235.16.20

b) If the SSH login is successful - log out of the iRMC and close the SSH session.
Next, clear your browser's cache and try to log in with the secure browser again.
If this test fails contact your next level of support.
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2. On the Server View Suite screen, from the column on the left side of the
screen, select Console Redirection, then click on Video Redirection
(JWS).

WCF33531 - ServerVin 53 Web Server (Fw: 6.53A/5S0R: 327 ) - Mezilla Firefox
G R few Hgty fdueds ok o
 USERDGRICFIE! - e |

{-. B B et 10295, 13 U ystemint s mm Hange{igideh et 63 HOAK 145

G Serverliew

System Overview

2 Spsiem indoamation
Bretem Cotoviem
Fytem Companenty Fower LED: i) PossiOn
# Bi0s Eror LED: ) O
4 ikl 53 cesien i o
8| Powst Managemast ity LED: ) 0% Tem On
[ Posste Cargamplisn
 Sersen
# Evantiley
Serar Mavagemant
4 tessam Ermings
# Alding
& e "
# Cerszla Raditnction
Vidas Redrection [ /5]
Rimady Staid,
o Sysiem hea: FEIMERGY RI00 57
e Crassis Tpa: RIZDOSTRY
IFMC 53 S5H Aocem Sl YLADDITH
iFME 53 Tt Acoess BA0TS e iz V.0 5.3 R2AD e PROGT-ARe
Symam GUID: et 1050 T 3BT 8
Rk
Sysae Mama: | SRU200SE
Sysiem Desorighon: Server
Eystam V% Wiaoms Saovar 20061 52 Entugeton Ecition (84
Symam P, 1017288 154
Syrtien Locabion: - uskreen -
System Contact: - sk -
|

@mmw-mmmqsp.-m-nm—nmm-u

ke Froduct Hama Sarial Fart Boad Wersionor €52
Hama Irformaticn or Mol Fumbar Hurkar Ctrwr o Comporant
Chasmss FuiTEn Produdt  PRMERZY RX200 57 LA AN RN e He
MyinBoand  FUUITSY Beasd e SESATION GTM000SE0N  SRAOMI-DHITRAID  WHSHTGSQ L
] BELTA Beand DPE-2505E A BORDA24E 100 WAL &3 Yis
PR FEATA Beasd DRG0 A RERDADAT 000 Tt STF L

;
5o

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 247



Installing the Hardware Platform
Installing the FTS RX200 S6/S7 Server

3. Click OK on the Java applet screen below.

Opening avr. jnlp E]

You have chosen to open:

4] avr.inlp
which is a: JMLP File
from: https://10.235.131.10

What should Firefox do with this File?

@Qpen with iJwa{TM) Web Start Launcher (default) v
() Save File

[] Do this automatically For Files like this from now on.

I oK ] [ Cancel

4. |If the screen below is not displayed, go to the next step.

If the Security Warning pop up window below is displayed, select "Always
trust content from this publisher". Click Yes or Run.

Security Warning E]

The web site's certificate cannot be verified. Do you _ '
want to continue? A

Name: 10.238.133.20
Publisher: UNKNOWN

[] Always trust content from this publisher

w The certificate cannot be verified by a trusted source. More Information...
-
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If the screen below is not displayed, go to the next step.

If the screen below is displayed, select "Always trust content from this
publisher". Click Run.

Do you want to run this application?

L « Name: iRMC S3 Advanced Video Redirection V ...
|

— Publisher: Fuijitsu Technology Solutions GmbH

This application will run with unrestricted access which may put your computer and personal
information at risk. Run this application only if yvou trust the publisher.

[] Akways trust content from this publisher

“ More Information [ Run | [ Cancel ]
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6. The console window appears as in the screen below.

If a message to take full control is displayed, click OK to take full control.

Click inside the main window to gain focus. Note the "Full Control" in the title
bar at the top of the screen.

Ei USERID®10.235.131.10 (Full Control) - iRMC S2/53 Advanced Video Redirection  [= |[B]EX]
Extras Remote Storage Power Control Languages Preferences Help

Mouse Sync | (Ctrl| |AR] VN | |ARGr | |Context | [[Lock] | |Cirl-AR-Del | Local Monitor always on

SUSE. Linux
Enterprise Server

only. activity may * monitored - reported.

only. activity may = monitored reported .

only. activity may > monitored reported .

only. activity may > monitored and reported.

activity may e monito
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7. To finish, click on Extras from the menu bar and select Exit from the
dropdown menu as shown on the screen below.

K USERID@10. 1) - iRMC $2/53 Advanced Video Redirection  [= |[B]
Extras | Remote Storage Power Control Languages Preferences Help

Virtual Keyboard... {Gr| |(Context | |[Lock]| |Clrl-Ak-Del| Local Monitor always on

Update local monitor state

Refresh Screen

activity may be monitored and »
Disconnect Session...

Relinquish Full Control

activity may be monitored and reported.

Authorized uses only. activity may be monitored and reported.
fsc200a login:

Authorized uses only. A activity may be monitored reported.
fscZbDa login:

activity may be monitored and reported.
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8. On the ServerView screen, click on Logout (in upper right corner for RX200
S7 or from lower left column for RX200 S6). Then on the main window,
confirm the Logout if prompted.

“) USERID@IRMCF 33531 - ServerViews iRMC 53 Web Server (Fw: 6.53A/SDR: 3,27 ) - Mozilla Firefox
Do Edt Vew Hgtory Qockmarks ook  Help
| & USERIDAMCFIIS] - Serverviewd BMC . lL

€ P B s [[10:235,131.10]systemifoimem Blang={icstmQoMEIgIeHDH L Slogh | [ sooge PRl TS
S ServerView
System Overview |&
= System bsformation wm
Syrtam Owarvivw
Syrtum Companants Powes LED: () Fowss On
® B0s Error LED: ) O
® iAMC 53 c55 LED: ) Off
H Powsr Managament sareity LED: i) On Tum On
& Powe: Consumption
* Sercon
% Event Log Mw.

Sarwar Managemant
B Mabwok Seftings
B Aladting
- Apply |
B Console Rudiection
Video Radusction (1W5)

Remote Storage Spstam Tpe: PRIMERGY ROZ00 57
e Ty

TaH Cheads 00 Chassis Typa: RX20057R1

TRMC 53 S5H Accens Serial: YLADOWOZ11

IRMC 53 Telnet Access BIOS Version: V4.6.5.3 A2 40 for DHIZ-ATx

System GUID: beatdd? 1-950- ¢ 11128 11 BURMEIT 68

System Asset Tag: | System Assel Tag

Rafreshy

System Hame: | SRUI0055
Systam Description: | Sarvar
Systam OU5: Windows Server 2008 B2 Enterprice Edition (£
System IP: 1017286184
System Location: |+ unknown -
System Contact: - urknown -

Apply

L) When SanvaiView agants aue installed, these Oparating System information will ba swasaitian with the ned OVS start.

System FRUIDPROM Information
G e e = =, |EEEe],
Chassis FUNTSY Product PRIMERGY RX200 57 TYLaGo102 1 ABNH1ZE0.0101.2830 o318 Mo
MainBoard FUNTSY Board D303 S556M0100102380005500J1  525381-0303Z-A100 WOS02 6502 No
PSU DELTA Board DPS-A5058 A BERD242100383 A3CH0121190 87F es
PsUZ DELTA Board DPS-A5058 A DCRB1242100368 AJCANZTI0 §7F et

9. For a redundant system, repeat step 1 on page 245 through step 8 on page
252 on the other server. Otherwise, continue to the next step.

10. On the FTS RX200 S6/S7 Server Installation Checklist, initial step 7 and
proceed to step 8.

11. If you arrived at this section from step 7 on page 29 of the OpenScape Voice
Installation Checklist, initial step 7 and proceed to step 8 on page 30.

If you arrived at this section from step 13 of the OpenScape Voice Installation
Checklist, initial step 13 and proceed to step 14.
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3.5.10 Firmware Updates for the FTS RX200 S6/S7
Server

1.

Start a web browser. Login into the iRMC by typing the IP address of the
iRMC in the Address bar and press Enter.

From the main ServerView page, expand System Information and click
System Overview. Verify that the BIOS version meets the following:

For FTS RX200 S6 Server: Version 1.04.3031 or higher
For FTS RX200 S7 Server: Version 4.6.5. 3 or higher

The screen below shows the BIOS version field.

) adenin@iRMCF 33660 - ServerViews IRMC 53 Wab Surver (Fa: 65305508 3.27 ) - Mozilla Firefox

Be Edt Yow Hgory fookmaks [ooh teb

B I

€ @ hopsi0eam |4 Pl &

(8] Most visked || Customize Unks || Free Hotmal || ‘Windows Marbetplace | | Windows Meds || Windows.

S Serverliew

Setver Viewt Remote Managoment 340 53 Web Served

System Overview

Note: The BIOS firware is preloaded at the factory. If the firmware is not at
the level indicated above (or higher); please refer to the OpenScape Voice
Release Notes for the latest approved firmware version and the applicable
MOP.

3. Verify the iRMC firmware version.

For FTS RX200 S6 Server:

From the left column, expand iRMC S2 and click on iRMC S2 Information.
In the Running Firmware frame, the Firmware Version should be: v5.72A
or higher.
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254

For FTS RX200 S7 Server:

From the left column, expand iRMC S3 and click on iRMC S3 Information.
In the Running Firmware frame, the Firmware Version should be: 6.53A
or higher.

F”fm ServerView Suite

PRAMERGY QX200 545 S rveryViured nt iRMC $2 Web Lerver

_
B Syatwens Ik
=AM 52
RLEC 5.2 inizeern
Fve Tarfiguratae = "
Carmrfozita Uplada Firevevase Running: Lew Furmess |-u.;-
Gansate Cendicats Mardware Version: I Chip ID: CC 01 71 50 04 05 &0
T SORR Virsion: 319 13 5303 RAZ0050
# Powss Mansgement
B Prws G . Reboot IRMC 52 |
& Sanson
i Evant Log Active Session nformation
Server Maragamant
+ MHeteor Sattings [ User User Session Session Sesséon Remole
+ Alating Addreas Mame I Type  Privilege  Shell Paort
& Ui MBRBR TR 10.235.200.28 USERID 2 HTTFS OEM  Web GUI 81904
# Conssla Radineisn
Famoie Siciegs
ANG 52 554 Acows License Key
FAMC BT Tainat Aoouss
de haws & valid peermanent licenss ey imtalied
Logent Fluu il YOl |lobnaa biry iN10 tha Sres baloe®
Hafrash i
L vwess |
Miscellaneous IRMC 52 Options
Dataisit Languags: | English |
Tempecatune Units: | Degres Celuus o
Color Schema: ‘5.-“3 S Vi |
L Eaed Wichien Fadiraomiosn in Havapaeos
[ Sr'-a-* Wideo Redirecton (ave Web Sted] in Mevgetion

Note: The iRMC firmware version is preloaded at the factory. If the firmware
is not at the level indicated above (or higher); please refer to the OpenScape
Voice Release Notes for the latest approved firmware version and the
applicable MOP.

For a redundant system, repeat step 1 on page 253 through step 3 on page
253 on the other server. Otherwise, continue to the next step.

On the FTS RX200 S6/S7 Server Installation Checklist, initial step 8.

On the OpenScape Voice Installation Checklist, initial step 7 and proceed to
step 8.
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3.6 Installing the Lenovo SR530 Server into the Rack

This section describes the equipment needed on the Lenovo SR530. All
necessary hardware comes pre installed. You can find the steps necessary to
assemble the hardware, connect the cables and load the necessary firmware so
that OpenScape Voice can be loaded with the applicable OpenScape Voice
software load.

3.6.1 KVM Notes

The following section applies more to older KVM / Software combinations and
should not be relevant for newer hardware/software technologies. However, It
remains listed in this document for completeness

The interaction between the KVM switch and devices attached, is note very
simple. When the KVM is not switched to a server/node, it must simulate the
connection. If a different signature is generated on the simulation, the server/
node will request clarification of the type of mouse in use. Some combinations of
KVM switches and mice are not 100% compatible. Failure to have a correctly
working KVM/mouse combination may cause your server to hang during a reboot,
waiting for operator input.

The following test is suggested to determine, whether problems can be expected.
This test must be performed after an installation from scratch (unfortunately this
test can't be performed before the installation):

1. Select the test machine with your KVM and login as root.
Run: hwbootscan; it should produce no output.

Switch the KVM to another position.

w0 DN

Remotely login, as root, to the test machine.
5. Run: hwbootscan; it should produce no output.

If you see a menu to select a mouse, you have a problem because your KVM
does not simulate the mouse the same in both positions. You will either need to
change the KVM/mouse combination or perform the following steps each time,
the system is installed from scratch.

6. When prompted, select your mouse type, and ACCEPT.
7. Switch back to the test machine.
8. Run: hwbootscan,; it should produce no output.

Repeat this process on the other node too.
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3.6.2 Installing the Disk Drive

The image below shows the location of the two drives. The system comes with a
total of 8 2.5-inch drive bays.

1x VGA port (DB-15) 1x USB2.0port 1xUSB3.0 Power Status
(optional) with XCC access port button  LEDs

Lenovo

8x 2.5-inch SAS/SATA hot-swap drive bays

The image below is a close-up of the drives, with the two leftmost bays populated
with hard disks.

To remove a drive, slide the blue release latch to the right with one finger while
using another finger to grasp the black drive handle and pull the hard disk drive
out of the drive bay.

3.6.3 Removing the Top Cover

Always check whether the cover is locked. If it is locked, use a screwdriver to turn
the cover lock to the open position.
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Press in on the blue tab on the cover-release latch and lift the cover release latch
up (the cover slides to the rear). Lift the server cover off the server and set it aside.

The image below shows the top view of the Lenovo SR530 with its cover
removed.
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4x (1 CPU) or 6x (2 CPUs)
Redundant non-hot-swap fans

Drive
CPU 1 with ) backplane
6x DIMM slots
v d CPU 2 with

oM B 6x DIMM slots
connector .
M.2 module
LOM card (optional)
car
(optional)

; : PCle Riser 2 (optional)
PCle Riser 1 (optional) "
(Supplies slots 1 and 2) (Supplies slot 3)

3.6.4 Installing Memory and CPU for the Lenovo
SR530

Memory and CPUs come pre installed. However, make sure that the memory is
installed in the correct slots according to Lenovo for optimal heat dissipation. This
can be done in multiple ways, the easiest being from the IMM interface (see
Section 3.6.12, “Memory Verification via the IMM Interface for the Lenovo SR530
server”). The physical method to verify the memory is the following:

There are 12 DIMM slots in total, separated into 4 banks, 6 slots for each
processor. The system comes installed with 2 DIMMs 16GB DDR4 that,
according to the Lenovo Specifications for SR530, should populate slots 3 and 9,
as indicated in the image below:
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CPU2 CPU1

R e R @/ ®| [~ (o v |[= ol ||l =
= = = =\l = = |5 = = == =
= [Z |2 =2 g g 2 |2 2= =
O O |0 || o O (O O O O o O

L L d UL L U

Note: The CPUs come pre installed, so no manual intervention/installation is
necessary

3.6.5 Connection Panel in the rear of the Lenovo
SR530 server

The image below gives a general overview of the connection panel in the rear of
the Lenovo SR530 server

1x 10/100/1000 Mb Ethernet
Up to 3x PCle slots port for XCC (RJ-45)

LOM card (optional):  2x GbE ports 1xVGA port 2x USB 3.0 2x Hot-swap power supplies
+ 2x 10 GbE SFP+ (RJ-45) (DB-15) ports (IEC 320-C14)
« 2% 10 GbE RJ-45
» 2x GbE RJ-45

3.6.6 Installing the PCI

PCl installation is not required. The system comes pre installed with four onboard
ports (two Integrated one GbE and 2x1/10/100 GbE LOM - LAN on Motherboard),
and an Intel 4 port PCI Express card. These are identified in the table below:
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PCI express card (Intel)

Integrated-LOM (Broadcom)

eth4 - eth7

ethO - eth3

Table 11 Onboard Ports

Note: The four onboard ports provide only gigabit support.

3.6.7 Installing

the Power Module

Dual power supplies come pre installed and are visible from the back of the
machine, see Section 3.6.5, “Connection Panel in the rear of the Lenovo SR530

server”

3.6.8 Wiring the Cluster

The following diagrams

show the Ethernet port assignments for the Lenovo

SR530, for a duplex and a simplex setup.

Note: For a simplex setup, only ports ethO, eth1 and eth2 are used.

Ethernet Number of Ports | Duplex Simplex
Ethernet card |4 ports 7 6 5 4
LOM 4 ports 3 2 1 0 2 1 0

Bond 3 Bond 2 Bond 1 Bond 0 billing | signaling | admin

(X-channel) | (billing) (signaling) | (admin)
Table 12 Ethernet Port Assignment
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After adding and wiring all hardware to the machine, continue with the UEFI
configuration, RAID creation and firmware updates. Connect the KVM devices to
the server prior to initial boot.

Note: SR530 requires a USB keyboard and mouse. Use a PS/2 to USB adaptor
in most cases. See previous section on KVM issues for more details

3.6.9 Setting up the UEFI for the Lenovo SR530 server

Follow the instructions below to setup the UEFI.

1. Reboot the system to enter the Setup Utility. At the initial screen prompt of
<F1> System Setup, press F1 to enter "System Setup".

USERID & Active Uscrs (1) =

& weaa 8 Kecoing S kevboard @ weuse

ThinkSystern SH530D TI“ " I{ s VSI B m

Syslerr Evenils

BhC
ERRY
ERAC

[F1] System Setup [F1Z' (me Tive Hoot Device

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 261



Installing the Hardware Platform
Installing the Lenovo SR530 Server into the Rack

2. The System Configuration utility page open:

B wans/usrrin A Active Lsers

1) rower weda Recorcn B Kaypozra Wolse I 4 Screen Mode
i y T

Clarity i
ThinkSystem SR530 @ * 0 5]
Provisioning Manager -[7XOBCTOTWW] -

- XClarity Provisioning Manager

& System Summary

¥Clarity Provisioning Manager provides an easy-to-use interface for setting up your server After
you click Apply or Skip,this page will not show again.You can access it anytime from the "7* icon
at upper right corner.

RAID Setup Note: Far maximum runtime integrity, un a full memory test prior to putting a serverinto
production.
05 Installation Basic System Settings

SystemDate: gia v | [is v | [z | FirstBootDevice: faavie  v]w
Firmware Update
¢ vl A N R

Time:
Language:
UEFI Setup Clet z
Management Network Basic Configuration
[] Cloning ::::mlu[nl!rhte Host Name: PR pp——
BRI 109 0 5 SubnetMask 255.255.255.224
) Diagnostics
Default Gateway: Do o 5

BMC Credentials
Current User Name:  USERID

New User Name: Current Password:

New Password: Confirm Password:

3. Select Date and Time to verify the System time and date. Configure the
System Date and System Time parameters, click Save and return to the
UEFI Setup menu.
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B 1cc05/userD 2 AcveUsers(l) =

) Power 8 Media [ Recording B Keyboard @ Mouse L 3 Screen Mode

Clarity”
I
. ThinkSystem SR530 - [ TX08CTOIWW]- ®@ &« 0 B
Provisioning Manager ke [ 1
< Exit UEFI Setup
System Date 2028 v|fos w][2 +]
System Information
Systemn Ti
System Settings v e I"s X H” v H“ v ] B
Save
Date and Time
st i 0]
art Options
Discard
Boot Manager ®
BMC Settings a

System Event Logs

User Sacurity

4. Navigate to System Settings > Processors.

5. In the Processor Details page, configure the parameter Hyper-Threading
with the value "Disable". Click Save and return to the System Settings
menu.

Note: After disabling the Hyper-Threading, perform a power-cycle before the
system boots up again.

6. Select BMC Settings to change the network configuration for the IMM.
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€ 10505/ userD A Acmeusers() =

O power 6 Meda [ Recording B8 Keyboard @ Mouse ¥ 3 Screen Mods:

Clarity
c ) . " a5
BT ThinkSystem SR530 -[7X08CTO1WW] ® - 0

< Exit UEFI Setup &«
Attention: Must click the "Save Network Settings” at the bottom of this page to save any change on
. this page and Its subpage. Back
System Information
Network Interface Port {Deniuted - I
System Settings B
Fail-Over Rule [““e . I e
Date and Time
Burned-in MAC Address 08-94-EF-5F-58-00
Start Options Hostname [ XCC-7XDB-SAAEVS65 I @
Discard
Boot Manager DHCP Control Fh‘it m . I
BMC Settings 1P Address ‘ 109.05 | ‘
© Default
System Event Logs Subnet Mask ‘[ 255.255.255.224 I
User Security Default Gateway { 10001 I
1Pvé [Enaﬁ\z - I
Loeal Link Addrese FEB0:0000:0000:0000:0A94 EFFF-FESF-5BDB/64
VLAN Support [DNMG . I

Advanced Setting for BMC Fthernet

7. In the Network Configuration window, configure the following parameters:
e DHCP Control: Static IP
¢ IP Address: Value from for the given network
* Subnet Mask: Value from for the given network
¢ Default Gateway: Value from for the given network
8. Click Save Network Settings

9. Navigate back to the UEFI Setup menu and select Boot Manager
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B 10:05/userRD - AcliveUsers(1) =

(D) Power & Media [ Recoing B Keyboard @ Mouse I 1 Screen Mods

Clarity:
G . N "
Provisioning Manag ThinkSystem SR530 -| 7X08CTO1WW] ®@ & 0 I

< Exit UEFI Setup <«
Change the Order
= Back
System Information fHard Disk
USB Storage
) sles-secureboot a
System Settings sles-securebool
CD/DVD Rom Save
Date and Time Network
Start Options @
Discard
Boot Manager
Commit Changes and Exit
BMC Settings ‘

Default

System Event Logs

User Security

10. In the Boot Manager page, select Change the Order
11. Place the boot devices in the following order:

1. <USB Storage>

2. <Hard Disk>

Note: Reorder the selected devices with the use of -/+ keys in the Change
the Order box, when needed.

12. Click Commit Changes and Exit
13. Return to the Boot Manager menu and select Boot Modes

14. For the bootable USB sticks to be identified as bootable devices, configure
the following parameter:

¢ System Boot Mode: Legacy Mode
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15. Save your changes and return to the Boot Manager menu. The system is

ready for RAID 1 setup.

Note: You don’t need to reset the IMM for Network changes to take effect.

3.6.10 Creating the LSI RAID for the Lenovo SR530

Follow the steps below to setup the internal LSI controller and disks into a

mirrored pair (RAID1). The LSI RAID Creation is done via the UEFI RAID Setup.

1. In the main menu of the UEFI select RAID Setup.

2. Navigate to Manage Disk Drives, select Actions on All Disk Drives and

click Next

Clarity
Provisioning Manager

(] System Summary

Im RAID Setup

B 0S Installation

A Firmware Update

£ UEFI Setup

) cloning

G Diagnostics

ThinkSystem SR530
-[7X08CTO1WW]-

RAID Setup - Manage Disk Drives

Selected RAID adapter : ThinkSystem RAID 530-8i PCle 12Gb Adapter

2 disk drives attached to the controller

Actions on All Disk Drives

EID:Slot

State

Model

Actions

69:0

JBoD

278 GB

ST300MP0006

Select

69:1

JBoD

278 GB

ST300MP0006

Select

]

3. Select Simple configuration in the Select RAID configuration type page

and click Next
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=l System Summary

RAID Setup

0S Installation

Firmware Update

UEFI Setup

Cloning

Diagnostics

ThinkSystem SR530 22} fe (7]

-[7X08CTO1IWW]-
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1]

RAID Setup - Select RAID configuration type

Selected RAID adapter : ThinkSystem RAID 530-8i PCle 12Gb Adapter

@ Simple configuration

Upon choosing a RAID level with optional hot spare, a disk array and a virtual disk will
be created. The maximum number of disk drives permitted by the selected RAID level
will be used.

O Advanced configuration
Support all the capabilities of the RAID adapter.

|(reats new disk array and virtual disk

4. Select RAID Level 1 in the Set RAID level and hot spare page and click

Next
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3
Clarity

ThinkSystem SR530 22} f o3 (%] =)
Provisioning Manager -[7X0BCTO1WW]- N
& System Summary RAID Setup - Set RAID level and hot spare

I RAID Setup

Q RAID Level 0
B 0s Installation @ RAID Level 1
RAID Level 10
RAID Level 5

A Firmware Update
RAID Level 50

D Add Hot Spare Drive

£ UEFI Setup

) cloning

G Diagnostics

5. Verify that Virtual Disk was created successfully and click Next

f\ .
Clarity - ThinkSystem SR530 & e Q
Provisioning Manager -[7X08CTOIWW]-

(]

& System Summary RAID Setup - Creating Virtual Disk(s)

M RAID Setup Creating virtual disk Volumel &3 virtual disk creation successful.
B 0S Installation

A Firmware Update

£ UEFI Setup

) cloning o

G Diagnostics
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6. In the Verify Settings page, check that everything is properly set

o .
Clarity ThinkSystem SR530 @ o (%] 5
Provisioning Manager -[7X08CTO1WW]- f

[E] System Summary

RAID Setup - Verify settings

Verify disk array and virtual disk settings. You can click back to change settings.
IN RAID Setup

Disk Array:

B 05 Installation RAID Level: 1
Disk Drives: 2

> Dedicated Hot Spares: 0
[ Firmware Update

New Virtual Disk:

[3 UEFI Setup Virtual Disk Mame | Volumel
Capacity 278 GB
0 Cloning Stripe Size 64K
< Read Policy No Read Ahead >
[ Diagnostics Write Policy Write Through
10 Palicy Direct
Disk Cache Policy | Disable

The LSI configuration has been completed

7. Return to the main menu, click Exit and then click OK

Verify the IMM interface and then reboot the server. It is now ready for OSV
software installation

3.6.11 Remote Console Startup for the Lenovo SR530
server

1. Log into the IMM interface

2. Open a Web browser.

3. Inthe address or URL field, type the IP address or hostname of the IMM
server to which you want to connect. Use https for a secure connection.
This brings up the web page for the IMM.

Note: Click on Supported Browsers to see a list of web browser versions
which are supported by the IMM firmware

4. Give your user id and password. The default values are:
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e User name: USERID
e Password: PASSWORD

Note: The 0 in PASSWORD is the digit 'zero'

5. After user id and password are entered, the main page is shown

6.

Clarity Cortrlier

[ - - o
E 37 28

—®t ER00e@

(1 Bhumkoantios P8 0n o (Y it e g s

£

™ i
i i

oooen A viRS @ 1zaem

@ ‘Fy3tem Informanon ang Secags

5 = -

@

RS T SO BN T N

aQ
L]

In the Remote Control Preview field, click Launch Remote Control

7. A new tab opens. You now have full access to the console of the server

3.6.12 Memory Verification via the IMM Interface for
the Lenovo SR530 server

Instead of removing the cover of the server to verify the memory, you can use the
IMM Web interface to verify the DIMM positioning.
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1. Inthe UEFI Setup (imm) main menu, navigate to System Settings > Memory
> System Memory Details > Cold Boot Fast > Enable

€ 105051 userD A Acneusers() =

O Power 6 Meda [ Recording B Keyboard @ Mouse ¥ 3 Screzn Mods:

Clarity’
Clar]

i . . fe] 5
Provisioning M ThinkSystem SR530 -[ 7X08CTO1WW] ® (2]

& Exit UEFI Setup &
System Memory Details
Back
System Information Taotal Memory Size 32GB
Mirror Mode
. Disable
System Settings ‘ s ‘ B
7 Sparing [nmbl-.- v 1 swe
Date and Time
Iy Spee Max Perfarma
Start Options { - J 9
Memory Power Manage Discard
=z 7]
Boot Manager
Socket Interleave [uum v } '
EMC Settings
Patral Scrub an‘! - J Default
System Event Logs
Memory Data Scrambling [:n,m. v 1
User Security
[(osed v]
Cold Boot Fast ‘[namg R v ‘
Memary Test [ﬂnmmatia v }

2. Alist with all installed processors appears

B 10:05/userRD - AcliveUsers(1) =

(D) Power & Media [ Recoing B Keyboard @ Mouse T J Screzn Modz

Clarity

Provisioning Manager ThinkSystem SR530 -[7X08CTO1WW]-

< Exit UEFI Setup -
> DIMM Details For Processor 1
Back
System Information DIMM Details For Processor 2
System Settings A
Save
Date and Time "
3. Click on each Processor to get details on the installed DIMMs
<
DIMM L [EMPTY]
Back
System Information DIMM 2 [EMPTY]
DIMM 2 Present, Enabled
System Settings A
DIMM 4 [EMPTY]
Save
Date and Time DIMM 5 [EMPTY]
DIMM & [EMPTY]
Start Options v 3 @
Discard

Boot Manager
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DIMM 7 [EMPTY]
Back
System Information DIMM 8 [EMPTY]
DIMM 9 Present, Enabled
System Settings a
DIMM 10 [EMPTY]
Save
Date and Time DIMM 11 [EMPTY]
DIMM 12 [EMPTY]
Start Options o)

Discard

Boot Manager

The above figures show how the memories are positioned:
e Processor 1 has one DIMM that occupies slot No. 3

* Processor 2 has one DIMM that occupies slot No. 9

3.6.13 Firmware Updates for Lenovo SR530

1. In the main menu, navigate to UEFI Setup > System Information
2. Verify that the UEFI version is at version 1.30 or higher

3. The UEFI version comes preloaded from Lenovo. When it is not at the level
indicated previously, log in to the Lenovo website, download and install the
latest version for this platform.

4. To provide version update, select Firmware Update from initial screen
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SERID

[D Hiower @ Media m Hetomding ES Kevboard 0 Mcuse : : Horesn Wods

>
- Clarity ThinkSystem SR530 -] 0 (7]
Provisioning Manager -[7X0BCTOIWW]-

]

= system Summary Firmware Update

Firmware level of key components in the server are shown in the table. You may browse to

N RAID Setup your updale packages on network share or USB drive, and then update them all or selectively.
If you need to update firmware te all components including add-on adapters and hard drives,
use the management controller interface or other tools provided by Lenova.

B 05 Installation ‘

Component Installed Version | Available Verziom  Status

[ Firmware Update [ | uen TEE122q

[] | ®cc imanagement controller) | CDI3205

[0 UEFI Setup
|:| KClarity Provisioning Manager | PDL112R

1 Cloning |:| Windows Driver Bundle PDL312R

[ | vinua Driver Bund e POLZ12S

[ Diagnostics
Browse Update Fackage ..

5. Click Browse Update Package and Update

3.6.14 Entering USB menu

1. When booting press F12 in order to enter the BIOS
2. Check Legacy mode
3. Finally, select USB
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3.7 Remote Video Redirection and Java 7, Update 51

Beginning with Java 7 update 51 (scheduled for January 14, 2014), all applets
that do not comply with the new security model will be blocked when using the
default security settings within the Java Control Panel.

This behavior will block the Java based access to the maintenance controller
"Remote Video Redirection" feature. The "Remote Video Redirection" feature
allows users access to the OSV node console from a workstation/PC. The
"Remote Video Redirection" feature negates the need for on-site console access
and is the recommended access method for the OSV "Remote Software
Upgrade" procedure.

The maintenance controller in an IBM server is commonly referred to as the IMM.
In a Fujitsu server the maintenance controller is commonly referred to as the
iRMC.

A solution and workaround provided by Java can be found at this URL:

http://www.java.com/en/download/help/java_blocked.xml

Workaround Overview

The workaround edits the Java 'Exception Site List' in the Java Control Panel.
To access the Java Control Panel from a Windows PC:

* Select Start > Control Panel > Java (32/64-bit).

¢ In the Java Control Panel, click on the Security Tab and then click the Edit
Site List button.

When executing the workaround, the Maintenance Controller IP(s) can be
substituted for a URL in the "Exception Site List". An example "Exception Site
List" update follows. The example is for a workstation that accesses the
maintenance controllers of a network separated OpenScape Voice deployment.
In a co-located OpenScape Voice deployment the first three octets of the IP
addresses would be the same;
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|#:| Exception Site List ﬂ
Applications launched from the sites listed below will be allowed to run after the appropriate security
prompts.

Location

Jhttps:/710.235. 10.20 ]
|https://10.235.11.21 |

[ add
“lim FILE and HTTP protocols are considered a security risk.
We recommend using HTTPS sites where available.

O] (wConce ]

e =

Follow this link to return to: Section 3.3.9.1, “Remote Console Startup for the IBM
x3550 M3 Server”, on page 139.

Follow this link to return to: Section 3.5.9, “Remote Console Startup for the FTS
RX200 S6/S7 Server”, on page 245.
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4 Installing the OpenScape Voice Reference Image

Before starting the installation, ensure that the servers to be used are supported
for the new installation. For details, refer to Table 25 on page 531.

Attention: During a RX200 S7 installation or reboot "Battery Status: Not present”
messages will be observed. The "Battery Not Present” message is informational
in nature; the message is the result of the RX200 S7 RAID controller not being
equipped with a battery (this controller configuration is 'as expected').

4.1 Prerequisites

* Hardware installation: Before the OpenScape Voice reference image can be
loaded, the hardware must be installed and cabled. Refer to the checklists in
Chapter 2, “Preparing for the Installation” and Chapter 3, “Installing the
Hardware Platform”.

* Reference image ISO: Copy the Reference image to USB stick(s) for Physical
Server refer to Section 4.2.3.1, “Physical systems via USB” or upload to
Datastore for Virtual Server, refer to Section 4.2.3.3, “Virtual systems via
Virtual CD/DVD".

* Node.cfg file: Because the network design and IP address allocations are
already known, the node.cfg configuration file can and should be prepared in
advance of the installation process. Refer to Section 2.6 on page 49 to
prepare the node.cfg file.

» Before starting symphonia services, make sure that you are logged in as a
root user or if you are a srx user, change to root user with the following
command: su - root

4.2 Installation via USB

4.2.1 Overview

The L3 interconnection link must be up and running during the entire procedure
in order for the installation to complete successfully.

For a redundant (duplex) system, the installation of both nodes should be
performed in parallel because the installation process requires both nodes to
communicate over the cluster interconnect.
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The first node will stop at "Rtplnstall step 0" and wait for the second node to reach
"Rtplnstall step 0".

At that point, the two nodes will get in sync, pass the interconnection test, and
complete the installation.

During an installation or an upgrade process, the hard disk drives for each node
are divided into two partitions of equal size. These HDD partitions are referred to
as the ‘Primary’ partition and the ‘Secondary’ partition.

The partition on which the running software resides is called the ‘Active’ partition
(this could be either the ‘Primary’ or ‘Secondary’) and the other partition is called
the ‘Fallback’ partition (also referred to as the ‘standby’ partition).

Patching procedures always apply to the ‘Active’ partition only.

Note: This Note does not pertain to Upgrade or Migration procedures.
Upgrades and migrations should follow the steps of their respective
Upgrade/Migration scenario.

This note only applies to lab environments installing an OpenScape Voice server
image without updating the existing External Application Server (OffBoard)
server. This will prevent a lockout of the OpenScape Voice ‘srx’ user during the
image installation. Any questions should be addressed to your next level of
support before proceeding.

In lab environments with an already existing External Application Server
(OffBoard);

- If the external Applications server is a Multiple Communication Server Admin
deployment, remove the Voice server system from the external Applications
server List of Switches. Do not ‘Add’ the Voice Server to the external
Applications server until the image install is complete.

If the external Applications server is monitoring this system only, i.e.,
Applications servers deployed in a “Standard Duplex - Small Deployment”, stop
symphoniad. The symphoniad process can be ‘stopped’ before the image is
installed and ‘started’ after the image install completes.

Removing an OpenScape Voice server from a Standard Duplex (Large or
Small) UC Applications deployment will result in the loss of UC application
data (e.g., OpenScape Users/Resources).

Any questions should be addressed to your next level of support before
proceeding.
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4.2.2 Prerequisites

Installation and Restore functionalities are supported for V9 and for the following
H/Ws:

e Virtual ESXi VMware platform

* FTS PRIMERGY RX200 S6 / S7

* IBM x3550 M3/M4

* Lenovo (former IBM) x3550 M5

For fresh installation V9_R0 _6.0_01_IMG.iso image or above should be used.
USB memory stick requirements:

e Minimum size of 16 GB

» Standard Type-a USB connection

* USB20rUSB3

Note: The USB stick will be formatted and all data will be deleted.

The OSV USB stick must contain:

* OSV DVD image ISO in root of USB drive (for example
E:\V9_R0_4.0_01_IMG.iso)

* Any applicable OSV patch sets in folder patch of USB drive (for example
E:\patch\)

* Node configuration file in root of USB drive (E:\node.cfg.primary or
E:\node.cfg.secondary)

* License files in folder patch (for example E:\patch\ Eula-01-
End_User_License_Agreement) (optional)

* OpenScape_Voice license

Note: The voice server license files can be copied onto the installation USB
for automatic installation during the image installation process. This requires
the keyword OpenScape_Voice be used in the license file name.

A diagram of the USB files is the following:

USB root folder (e.g. E:\)
e <0OSV DVD image ISO>

¢ <NCPE or CDC node.cfg.{primary,secondary}>
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e OpenScape Voice license

e patch
* <License files>(End_User_License_Agreement) (optional)
e <patch sets>

* An empty file, dev.8kps

Note: You can only edit the content of the USB stick. For example, reformatting
the drive to FAT32 will break the disk’s functionality.

4.2.3 Installation Procedure

4.2.3.1 Physical systems via USB

OpenScape Voice can be installed via a USB bootable device from V8R1
onwards. The OpenScape Voice USB Service System
(OSV_USB_Service_System) is a minimal live Linux system booted from USB
drive in order to launch service operations:

— image installation
— system restore
The main workflow of the USB image installation is the following:

1. Download the OpenScape Voice USB Service System
(OSV_USB_Service_System) from SWS repository.
Extract the OSV_USB_Service_System_<VERSION>.zip archive to obtain
the raw image of the live system,
OSV_USB_Service_System_<VERSION>.img. The space needed for the
uncompressed file is approximately 16GB. To write it on a USB flash drive
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you will need to use a low level copy tool. For Microsoft Windows use Win32
Disk Imager, you can download it from here: http://sourceforge.net/projects/
win32diskimager/

2. Choose the image and the target USB device and click write:

=

|—Image File De'vice—|
|}B-L1Nuxre|easesfosv_uSB_Service_s»,rstem_zulslzl?.img "I[F:\] j|

Copy. [~ MD5 Hash:

[~ Progress
Version: 0.9.5 Cancel | Read | Write | Exit
Write data in 'Image File' to 'Device' 4

The writing process may take several minutes (more than 50 minutes)
depending on the combined speed of the USB port and drive.

For Linux use the dd data dump program. Detect the USB drive device with
the help of 'blkid' and 'Isblk’ commands. If, for example your USB drive is
block device /dev/sdb, you can write the image with command:

"dd if=/path/to/OSV_USB_Service System <VERSION>.img of=/dev/sdb
&& sync"

Caution: This dd command should be run on the whole device, not in one of its
partitions (e.g. /dev/sdb1, /dev/sdb2 etc.). The image contains the partition table
of the live system and this should be dumped on the USB drive as it is

After the successful writing process close the programs and check that the flash
drive label is 'OSV-USB-LINUX', which means everything went OK. The first
partition is in NTFS format in every case and is the only partition present in
Microsoft Windows or Mac OSX. The live bootable system is transparent on all
OSes and is only used during the installation. You can use this USB drive for any
use BUT if you reformat it to something other than NTFS, the Openscape Voice
image 1SO won't fit (for example, FAT32 limits) and also the installation program
will complain and abort.

3. The data and configuration files are generated from their respective tools
(NCPE or CDC tool for node.cfg) or acquired from shared locations (OSV ISO
images, license files).

Note: For the automated procedure, ignore steps 4 and 5 below and follow the
instructions described in Section 4.2.3.2, “Image installation/System Restore
from USB”
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4. Copy the completed node.cfg file to the USB memory stick as
node.cfg.primary. Click here to return to step e, of Section 4.3.4.1,
“Preparation of the node.cfg files using a Linux or Windows Environment”.

5. Make another copy of the node.cfg named node.cfg.secondary. Return to
step e, of Section 4.3.4.1, “Preparation of the node.cfg files using a Linux or
Windows Environment”

6. The USB drive(s) are ready for booting and starting the image installation. In
case of a cluster, both nodes are started with their respective USB drives
attached.

7. Click F12 to start the boot drive choice menu and choose the USB drive.

Note: For detailed information on how to select the USB drive, consult your
server’'s manual, for example Lenovo, IBM, Fujitsu etc

8. The OpenScape Voice USB Service System boots.

9. Inthe menu presented after boot, select OpenScape Voice Service System

U n I F Ugaweonntiezreprise

OpenScape Voice Service System, with Linux 3.12.28-4-default

Reboot

10. Select Install OpenScape Voice Installation and press OK
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Please choose the service operation to use:

OpenScape Uoice Installation
R OpenScape Voice System Restore
[ Abort and Reboot system

Target disk drive for installation detected and data files found and checked.

File | View VM

I~ R I T

FrrrrE e e et B £ Hees

trrrterrrresl trrrrerrrtesl : Hees

PRSI T . e HURREHRRN : Hees

5 - : Hees

Hees

Hees

- Hees

Hees Hees

- [T ——

PR - Hetstrtertess

++cHERRHHEN GHHEHHHH++++

Hees

T * -
P * +++lf
P —— * P ——
e — * B

T — * PR

Harmonize Your Enterprise

Starting OpenScape Voice installa
Build date: Dec 17 2015
Found supported hardware in node.cfyg configuration file: virtual.
Detected hardware from DMI: virtual
Determined hardware: virtual
Target drive for installation: UMware Virtual disk 140G
ontinue and install to this target drive? [ysNl:y_

11. When you want to perform Integrity Check, select No. The default value is
Yes and the Integrity Check will be skipped. The Integrity Check will take
more than 15 min.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 283



Installing the OpenScape Voice Reference Image
Installation via USB

EX T e+

EX T e+

e+ e+

FHER R R R LR R R R R

FHER R R R e RS E

+++ CHEHEE++++

e+

HEE

+++it
FHEE R FHEE R R R R
FHEE R RS ST E RS

FHEE R i ++t e,

Starting OpenScape Voice installation
Build date: Dec 17 2015
Found supported hardware in node.cfy configuration file: virtual.
Detected hardware from DMI: virtual
Determined hardware: wirtual
Target drive for installation: UMware Virtual disk 140G
inue and install to this target drive? [ysNl:y

Propagating detected drive to the rest of the installation

Checking USB data sanity

Found internal IS0 image, mounted at ~livecd

Searching for IS0 9660 images also in user’s drive...

Searching for Licensing files...

Searching for NCPE files...

NCPE files ... [ 1

Checking (nenScane Unice IS0 _contents

Integrity checking of image can take more than 15 minutes.
b image integrity check? [Y¥Y.nl:

12. Accept EULA (End User License Agreement)
The End User License Agreement (EULA) is displayed in a new window on
the console screen. Review and accept the EULA as follows:

a) Review the EULA using the Page Up/Page Down or arrow keys; when
you are finished reviewing the EULA, select Done and press the Enter
key.

b) A window is opened with the question: "Do you accept the License
Agreement?" with the options 'Yes' and 'No'

c) Inthe EULA acceptance window, use the Tab or arrow keys to select Yes
to proceed with the image installation. Selecting 'No' will halt the image
installation.

d) If you select 'No' by mistake, to continue with the image installation,
reboot the server and when prompted to accept the EULA, select Yes.
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K USERIDG10.2.14.21 (Full Control) - IRMC 52/53 Advanced Video Redirection

Extras Remocte Storage Power Coatrol Lamguages Preferences Help

[ime sy c o] v ] come] o]

En:l—u_s:er Llinzens:‘. Agreenent (Navigate with Pgup/Padn)

13. Press “Done” on the “Network Information” page, which is displayed as soon
as the appropriate Virtual Floppy with the node.cfg is mounted.

¢ Information
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14.

15.

Do

Type yes and press enter as shown below and the Image installation will
start.

¢ Repeat steps 9 through 12 of Section 4.2.3.3 for Node 2; making sure to
select USB memory stick that contains the node.cfg.secondary.

Note: For specific details of the Image installation please refer to the Release
Notes of the Image ISO.

When prompted, select the installation scenario: yes/no/format/
lockprim/locksec/verify

Attention: In a duplex setup, when installing a fresh system, both nodes must
be installed either in the primary partition or in the secondary, not in a mixed
setup, for example node1: primary, node2: secondary. Otherwise the
installation process will not be synchronized between nodes and will fail.

Note: Typing yes or format will erase all data from unlocked partition on the
disk.

yes - Erases data from the first unlocked image.

no - Aborts installation.

format - Reformats harddisk, user loses all the data
lockprim - Erases data from the secondary partition
locksec - Erases data from the primary partition
verify - Verify hardware

you want to continue with installation (enter yes/no/

format/lockprim/locksec) ?

Note: Format and repartition are necessary for fresh installation.
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USERIDG10.2.14.20 (Full Control) - IRMC 52/53 Advanced Video Redirection (=] )

Extras Remocte Storage Power Controd  Languages ferences  Help

Installation starts. Wait for filesystem creation, checking and syncing of the image
to target disk drive.

ontrol) - IRMC 52/53 Advanced Video Redirection g =10]x
Extras Remote Storage Power Control Lamguages Preferences Help

icuse S

Uonior shways on

format
loc i
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Networking is setup, cluster syncing is up and final reconfiguration of the system
is performed.

[ USERID® 10.2.14.20 (Full Control) - IRMC 52/53 Advanced Videa Redirection i =10l |

Extras Remote Storage PowerCoatrol Languages Preferences Help
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[ USLRIDG10.2.14.20 (Full Control) - IRMC 52/53 Advanced Video Redirection 3 =10l x|

Extras Remole Slorage Power Controd Languages Preferences Help

filter rules.
ri Jul 3

Note: In case of IBM x3550M4, remove the usb stick after the first reboot, for the
installation to proceed.

[399zverifyl Image Status: Completed installation at Fri Jan 22 03:50:01 EST 2016.

[399zverify - 2016-01-22-03:50:011 Starting auditing subsystem, please wait to create whitelist...
[399zverify - 2016-01-22-03:50:01]1 Removing auditing whitelist files

pizable proc_awud to systemd

fiemove monitor script in cromtab

edirecting to systemctl stop proc_aud.service

nabling proc_aud to systemd

Put monitor script in crontab

edirecting to systemctl start proc_aud.service

[399zverify - 2016-01-22-03:50:021 Check regression for call processing...
[399zverify - 2016-01-22-03:50:04]1 Building system uptime for this installation...
Bystem verification

fiuthorized uses only. All activity may be monitored and reported.
psu3Bnl login: _

Installation is finished and logs/state are saved to archives in your USB drive
under folder log or local under /log path.

Installation Log files
USB:
log/<DATE>_<TIME>_install.log.gz

log/<DATE>_<TIME>_install_tmpfiles.tar.gz
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Openscape Voice system:
/log/<DATE>_<TIME>_install.log.gz
/log/<DATE>_<TIME>_ install_tmpfiles.tar.gz

/log/prepare8k.log

At this point, the system will reach state 4 and should be ready for use.

OpenScape Voice V9 default users and passwords are:

Type User Password
Console root T@R63dis
Console SIXx 2GwN!gb4
SFTP cdr MNY9$dta
SSH sysad 1clENtk=
SSH superad BFObpt@x
SSH hipatham |kH3!fd3a
SSH hipathcol |jO3(fdgA
SSH secad $ECurst.
SSH dbad d8$ECur.

SSH webad IWES8saf. (for Simplex configurations only)
Table 13 Default User Passwords

Starting in V7, users "sysad", "superad", "secad", "dbad" and "webad"
have 90 day expiry limits set on their passwords. Unless restricted by the
letc/security/access.conf file, all users have access to the OSV via the
console also.

Note: If your OpenScape Voice system was Upgraded or migrated to
OpenScape Voice V9, then you have maintained the expiry data of the
source release. This means the "sysad", "superad". "secad" and "dbad"
userid passwords will never expire. For password management advice
please refer to Section G.2.2, “Password Management”, on page 733.

The following table provides the default passwords for Solid Users.

User Password

dba dba

rtp RTP_USER

sym sym (for Simplex configurations only)
Table 14 Default Passwords for Solid Users
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16. After the installation is complete, verify the success of the installation by
logging in as user root and execute the following commands:

# cd /unisphere/srx3000/srx/startup
# ./srxqry -v

A successful software installation is indicated if the nodes (or node) are at run
level 4 (RTP and application running with all processes started and in
PROCESS_READY state).

Note: If the installation process stops prematurely or if the nodes (or node)
do not reach run level 4, this is an indication of a failed installation.

The installation logs are kept on the USB memory stick in the install.log file.
The hardware information for the platform in progress is also placed on the
USB memory stick in the current.hwinfo file.

If the installation has failed and the reason is not obvious from the general
system behavior or the install.log file, contact your next level of support for
assistance.

Regardless of installation success or failure, save the contents of the memory
stick(s) onto a backup server/device for future reference or diagnostic
purposes.

17. As user srx, verify that the software is at the patch set level listed in the
OpenScape Voice V9 release note with the command:

pkgversion -ps or pkgversion -f

Attention: Unless directed otherwise by Release Notes, the target
OpenScape Voice server should be at the latest patch level declared for
General Availability. An integrated system should ensure that the applications
server is updated with the latest released DVD/PatchSet/HotFix.

If the patch set level is not correct, install the corresponding patch sets using
the CMP/Assistant (after installing the OpenScape Applications for a
standard duplex).

18. As user root, verify that the system is an imaged system with the command:

rpm -ga | grep UNSPxtree
Verify that UNSPxtree-2.0-1.x86_64 is displayed.

Note: If you were sent to this section from an upgrade or migration procedure,
return to the upgrade or migration procedure rather than going to the
OpenScape Voice Installation Checklist.
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19. On the OpenScape Voice Installation Checklist in Section 2.2.4 on page 28,
initial step 8 and proceed to step 9.

4.2.3.2 Image installation/System Restore from USB

The OpenScape Voice Service System USB Setup Wizard is a graphical
wizard for setting up the USB Flash Drive user data for the operations of Image
Install and System Restore. The procedure described below can substitute steps
3 - 6in Section 4.2.3.1, “Physical systems via USB”. The number of USB drives
attached to the host system, determines the scenario of clustered systems.

Attaching only one USB drive, the tool will allow a setup of a Simplex OSV system
only.

1. Attach the USB drive or USB drives

2. Select the operation you wish to perform:
* Image Installation
e System Restore

Image installation

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide



Installing the OpenScape Voice Reference Image
Installation via USB

1. Attaching a single USB drive, you get an One Node (Simplex or Duplex)
option. Attaching two USB drives, you get Both Nodes (Duplex Only) option.
Click Next.

Figure 13 One Node option

OSV-USB-EDIT 1.0 - The Openscape Voice Service System USB Setup Wizard

Please choose the USB Drives to setup. You can setup one or both nodes at once.
Simplex/Node1 option is for a single drive, Duplex is for both.

|l23ne Node (Simplex or Duplex) j

—MNodel drive:

—Node2 drive:

Refresh the USB drives list

unirFy

< Back | Next > | Cancel

Figure 14 Both Nodes option

OSV-USB-EDIT 1.0 - The Openscape Voice Service System USB Setup Wizard

Please choose the USB Drives to setup. You can setup one or both nodes at once.
Simplex/Nodel option is for a single drive, Duplex is for both.

Both nodes (Duplex Only)

[~ Nodel drive:
[F:\ [0SV_usB_LINUX/NTFS] Size: 10GiB/Free:9.91GB =]
[~ Node2 drive:

I [G:\ [0SV_usB_LINUX/NTFS] Size: 10GiB/Free:9.89GB =]

Refresh the USB drives list

unirFy

< Back | Next > | Cancel |

2. Click Browse to select the node.cfg file and the ISO image from your system.
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3. Once the two files are selected, decide whether to include Patchsets and/or
License. Check the Include Patchsets checkbox and click the Browse
button to select the Patchset zip file from your system. Perform the same
actions for the License.

Figure 15 Patchset / License

OSV-USB-EDIT 1.0 - The Openscape Voice Service System USB Setup Wizard

Please choose the optional Patchset archives and license file you wish to apply during the installation.
The license files must be named similarty to the following examples:
00-0DE-0C-E9-83-F8_OpenScape_Voice_Vx.lic (for OSV node 1)
00-0E-0C-E9-83-F8_OpenScape_Voice_Vx_STANDBY.lic (for OSV node 2)
ACP00_S5CF3FCESENBS_OpenScape_Vx.lic (for UC in Simplex)

where Vx represents the release version (e.g., V9 for Release 9).
Consult the official Installation and Upgrade Guide for details.

Patchsets

’7 | Browse
License:

’71nclude License: [ | Broiyse

< Back Next > Cancel
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4. Check that the correct files have been selected and click Apply.

Figure 16

Process Data

OSV-USB-EDIT 1.0 - The Openscape Voice Service System USB Setup Wizard

uniFy

Press Apply to start populating your USB drives.

—USB Drive Population Data

Nodel drive F:\
Node2 drive G\
Node conf fie C:\Users\KMOO0059\Development\Unify
Image C:\Users\KMOO0059\Development\Unify
Patchset archive C:\Users\KMOO0059\Development\Unify
License file C:\Users\KMOO0059\Development\Unify

Apply

—Please wait while we setup your USB drives...

-
Ll 2

<pack | Eosh |

Cancel

Figure 17

Process data success

OSV-USB-EDIT 1.0 - The Openscape Voice Service System USB Setup Wizard

uniFy

Press Apply to start populating your USB drives.

—USB Drive Population Data

Nodel drive F:\
Node2 drive G\
Node conf fie C:\Users\KMOO0059\Development\Unify
Image C:\Users\KMOO0059\Development\Unify
Patchset archive C:\Users\KMOO0059\Development\Unify
License file C:\Users\KMOO0059\Development\Unify

Apply

—Please wait while we setup your USB drives...

Copying C:\Users\KMDDDEI5D\DEve\upment\Un\fy\FRNs\ll]144Ldean\veidata\DDd
Setting drive F:\ label to node1_V9_R0_6.1_02_IMG ... OK

Copying C:\Users\KM000058\Development\Unify\FRNs\10144'_demo\_live_data\no
Copying C:\Users\KM000058\DevelopmentiUnify\FRNs\10144\_demo'_live_data\vg
Copying C:\Users\KM000058\Development\Unify\FRNs\10144'_demo\_live_data\pa
Copying C:\Users\KM000058\Development\Unify\FRNs\10144'_demo\_live_data\00
Setting drive G:\ label to node2_V9_R0_6.1_02_IMG ... OK

<« | 3

<pack |[ Eosh |

Cancel

5. Datais saved in the drives and the drive labels are updated.

Continue with step 6 in Section 4.2.3.1, “Physical systems via USB”

System Restore
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1. After selecting System Restore, click Next.

2. Click Browse to select the backup tar file from your system. The backup
archive filename is important here.
Figure 18 System Backup restore file
|

() () | | .~ Development ¥ Unify ¥ FRNs ¥ 10144 v _demo ~ _lve_data - ml Search _live_data \[_ﬂl

Organize ~  New folder = - ] e
| s411 2l vame - |
| %491
| 9650
| 9682
| 9684
| 8710
| 9%06
)
)
)
)
)
)

B8 SomeSystem_Bkup_20160213.tar

9954
9989 No preview avaiable.

10082

10096

10136

10144

| _demo

| _live_data
g patchset.zip

cennstot ] —— ]

File name: |SomeSystem_Bkup_20160213.tar j ITAR archives (*.tar) j

Open |V| Cancel |

4

3. Click Open.
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4. Check that the correct file has been selected and click Apply.
Figure 19 Process Backup tar

OSV-USB-EDIT 1.0 - The Openscape Voice Service System USB Setup Wizard

Press Apply to start populating your USB drives.

—USB Drive Population Data

Nodel drive F:\
Node2 drive G\
System Backup TAR archive C:\Users\KMOO0059\Development\Unify

I Apply

—Please wait while we setup your USB drives...

uniFy | _>|LI

< Back | Einish | Cancel

Figure 20 Process Backup tar success

OSV-USB-EDIT 1.0 - The Openscape Voice Service System USB Setup Wizard

Press Apply to start populating your USB drives.

—USB Drive Population Data

Nodel drive F:\
Node2 drive G\
System Backup TAR archive C:\Users\KMOO0059\Development\Unify

I Apply

—Please wait while we setup your USB drives...

Copying C:\Users\KMUDUD59\Da\re\opmant\Un\fy\FRNs\lUl44\_dama\_lwe_data\50:|
Setting drive F:\ label to nodel_SomeSystem_Bkup_20160213 ... OK

Copying C:\Users\KM000059\DevelopmentiUnify\FRNs\10144\_demo'_live_data\So
lSatting drive G:\ label to node2_SomeSystem_Bkup_20160213 ... OK

uniFy il _>|LI

< Back | Einish | Cancel |

5. The archives are saved to the drive(s) and the labels are updated.

4.2.3.3 Virtual systems via Virtual CD/DVD

Attention: Make sure that the whole process described in Section 4.3,
“Virtualization Environment Setup” has already been implemented.
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1. Connect the image ISO file to the CD/DVD Drive 1

@ ¥
|© cD/DVDdrivel  » | ConnecttoF:
%@ CD/DVD drive2

Connect to IS0 image on local disk...

Connect to host device...

Connect to IS0 image on a datastore...

or
(%) grt55n1 - Virtual Machine Properties l =NACN X
Hardware ]Opﬁons ] Resources ] Profiles ] vServices ] Virtual Machine Version: 8
Device Status
I Show All Devices Add... | | ¥ Connected
Hardware Summary ¥ Connect at power on
M 9216 MB
Wl 1emory Device Type
A crus 8 - )
|;| Video card Video card TEbmE
= VMCIdevice Restricted
e SCSI controller 0 LSI LogicParallel
25 CD/DVD drive 1 (edited) [DSV_ST_VOL07] O...
TL  CD/DVD drive 2 [05V_ST_VOL07] grt5s... | ' Host Device
& Hard disk1 Virtual Disk
é Floppy drive 1 Client Device | J
BB Network adapter1 UCST_Voice_Grt55_Netl.. ¥ Datastore ISO File
BB Network adapter2 UCST_Voice_Grt55_Netl..
B Network adapter3 UCST Voice_Grt55_Netl... |[osv_ST_voL07] grtssn.iso Browse...
BB Network adapter4 UCST_Voice_Grt55_Netl..
I c
o
¢ |IDE (0:1) CO/OVD drive 2 =]

Help OK Cancel

2. Connect the device that contains the node . cfg file;
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* Follow step 2a if the node.cfg has been saved to a Virtual Floppy File.
Refer to Section 4.3.4.3, “Creating a Virtual Floppy Disk”

Note: For Node A or Integrated Simplex Rename the node. cfg file as
node.cfg.primary. If this is a duplex OSV, make another copy of the
node.cfg named node.cfg.secondary.

* Follow step 2b if the node.cfg (and patchsets) has been saved to a
Installation ISO Image. Refer to Section 4.3.4.2, “Saving the node.cfg,
license and patch sets to an Installation ISO Image”

Note: For Node A or Integrated Simplex Rename the node. cfg file as
node.cfg.primary. If this is a duplex OSV, make another copy of the
node.cfg named node.cfg.secondary.

a) Follow this step if the node.cfg has been saved to a Virtual Floppy File.

Attention: If the node.cfg (and patchsets) have been saved to a
Installation ISO Image, skip step 7a and proceed to step 7b.

e Exit VM capture (CTRL+ALT),
¢ Click on the floppy icon on the vSphere Ul.

¢ Choose the Floppy Drive icon and from its sub-menu select
“Connect to floppy image on a datastore...” as shown below:

[ 10,236.11.198 - vSphere Client

Fle Edt view Invenbory Administration Plug-ins Help
m = &y Home b gf] Iwertory b Bl Inventory

m | @B & I3 2‘@;

= B %-236.11.198 Mode1 Il Floppy drive 1 || conmec o a:
Model
Eh Sarity ES¥i Image 1 Getting Started ! Surfd'ﬂ!l' ol Comnect ko Aoppy image on locsl disk...

Conneck ba hast device...

| Corneck ko Aoppy image on a datastore...

* Now proceed to step 3.
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b) Follow this step if the node.cfg (and patchsets) have been saved to a
Installation ISO Image.
After step 7b is complete proceed to step 3.

Attention: If the node.cfg has been saved to a Virtual Floppy Files follow
step 7a.

* Exit the VM console capture (CTRL+ALT),

* Click on the CD/DVD icon, select CD/DVD Drive 2 and from its sub-
menu select “Connect to ISO image on a datastore...” as shown
below:

&4 10,235.16.3 - vSphere Client

File Edit View Inventory Administration Plug-ins Help

= | €y Home b gB] Inventory b [l Inventory

mnp &G .jr;li'?-l;?i%

= [@ 10.235.16.3 fsc201 U@ CD/OVD Drive 1 »
Conneckt to E:

Softswitch Version : Connect ko 150 image on local disk...

: U5 _RB.18.4 @

Connect to host device. .,
Build Date : September 1 | Connect to IS0 image on a datastore...
Application : OpenScapelUcSuitefApps-USREA.1.1-058081

* Now proceed to step 3.

3. Navigate the datastore to the Virtual Floppy file or Installation 1SO file.
Choose the appropriate file and select OK (two example snapshots follow).

Virtual Floppy file selection;

[=! Browse Datastores E@@

Look. in: Iimages _'_|
Mame File: 5z Last Modified
| @] vsd209a.fp 1MB 1/8/2010 5:26:57 &M
< b
File bype: Floppy Image (*.Flp) :_l Cancel
A
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Installation ISO file selection;

< Browse Datastores @@

Look in: Iirnages __vJ

MName File Size Last Modified

O] CO_N1.150 71 MB 9{17/2010 4:57:40 PM
@ ¥S_RO.10.4 02_... 3GB

9/17/2010 5:11:27 PM

o D
P
File type: [150 Image (*.iso) Ra Cancel |

Z

Attention: Before starting the virtual machines, make sure that the virtual CD/

DVD Drive 1 and CD/DVD Drive 2 (or virtual Floppy) are connected. Otherwise
node.cfg file cannot be detected.

4. Power on the guest machines just created.
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[ 10.236.11.198 - viphere Client

Ele Edt Wiew Invertory Admnistration Elug-ins Help
B £y Home b 8] Invertory b [El Inventory
I A RN ﬁ—g‘ ® B @

= [ 1023611198 Node1
1 Madel | s
: i g '
T Sanky £5I Image 1 CIIREREEN Sumnmary | Resource Allocation . Performance | Events

What is a Virtual Machine?

Avirtual machine is a software computer that, like a
physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine is called a guest operating system.

Because every virtual machine is an Isolated computing
environment, you can use virtual machines as deskiop or
workstation ervironments, as testing environments, orfo
consolidate server applications.

Yirtual machines run on hosts. The same host can run
marry wirtual machines.

Basic Tasks

[» Power on the virtual machine

Gk Edit virtual machine settings
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5. Open up the vSphere Client's Console tab, click in the console window and
hit return to connect to the guest Linux environment OSV will run in. At this
point the BIOS screen should appear. Verify/update the System Date and
Time.

Note: To switch between the WMware console window and desktop
environments;

- click into the Console window to enter the Console.

- ‘CTRL-ALT will leave the Console.

5 10.236.11.198 - vSphere Clien

File Edit View Inventory Administration Plug-ins Help

'« |g§ Home b g5 Inwentory b Bl Inventory
=)o BGRoR®
= [ 102361119

3 [Nodel

{3 Sanity ESXi Image 1 Gekting Started | Summary - Resource Allocation - Performance . Events Permissions

-
Enter
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6. Selectthe BIOS screen’s BOOT tab and move the CD ROM to the top of the
list and the Floppy to the second position.

CD-ROM Drive

iy
Enter
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7. Press the Esc key to exit this menu, then select Exit Saving Changes. In the
Setup Confirmation window select Yes to “Save configuration changes and
exit now?”.

Setup Confirmation

Save configuration changes and exit now?

Enter

8. Inthe menu presented after boot, select OpenScape Voice Service System
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(%) grt55n1 on esxi04-vc05.unify-ath.net = RS

File View VM

[T R = W v e R

Helcome to OpenScape Uoice Service System

Boot Hard disk

Openscape Uoice Service System

Loading linux
Loading initrd

9. Select Install OpenScape Voice Installation and press OK

Please choose the service operation to use:

OpenScape Unice Installation|
R OpenScape Voice System Restore
[ Abort and Reboot system

Target disk drive for installation detected and data files found and checked.
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File | View VM
m 0

P &

FE Ry

+++ el

+++itf g e+
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+HE
+HE
+HE
+HE
+HE
+HE

ER N

ER N

ER N

ER N

+++ el
+++ el

+++ e

+HEE
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R sy
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e+
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e+
e+
e+
EX T e+
e+ e+
LR R R R R
He++4++4+444+4

CHEHEE++++

+++ e+

+HE HEE
+++ +++it

e e +++ e e

st L, e

s +++ R R R ]

He++4+44+4+ +++ ++ e+l

Harmonize Your Enterprise

Welcome to Unify OpenScape Uoice Installat

Starting OpenScape Voice installation

Build date: Dec 17 2015

Found supported hardware in node.cfg configuration file:
Detected hardware from DMI: virtual

Determined hardware: wirtual

Target drive for installation: UMware Virtual disk 140G

10. When you want to perform Integrity Check, select No. The default value is
Yes and the Integrity Check will be skipped. The Integrity Check will take
more than 15 min.
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EX T e+

EX T e+

e+ e+

FHER R R R LR R R R R

FHER R R R e RS E

+++ CHEHEE++++

e+

HEE

+++it
FHEE R FHEE R R R R
FHEE R RS ST E RS

FHEE R i ++t e,

Starting OpenScape Voice installation
Build date: Dec 17 2015
Found supported hardware in node.cfy configuration file: virtual.
Detected hardware from DMI: virtual
Determined hardware: wirtual
Target drive for installation: UMware Virtual disk 140G
inue and install to this target drive? [ysNl:y

Propagating detected drive to the rest of the installation

Checking USB data sanity

Found internal IS0 image, mounted at ~livecd

Searching for IS0 9660 images also in user’s drive...

Searching for Licensing files...

Searching for NCPE files...

NCPE files ... [ 1

Checking (nenScane Unice IS0 _contents

Integrity checking of image can take more than 15 minutes.
b image integrity check? [Y¥Y.nl:

11. Accept EULA (End User License Agreement)
The End User License Agreement (EULA) is displayed in a new window on
the console screen. Review and accept the EULA as follows:

a) Review the EULA using the Page Up/Page Down or arrow keys; when
you are finished reviewing the EULA, select Done and press the Enter
key.

b) A window is opened with the question: "Do you accept the License
Agreement?" with the options 'Yes' and 'No'

c) Inthe EULA acceptance window, use the Tab or arrow keys to select Yes
to proceed with the image installation. Selecting 'No' will halt the image
installation.

d) If you select 'No' by mistake, to continue with the image installation,
reboot the server and when prompted to accept the EULA, select Yes.
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[ USERIDE10.2.14.21 (Full Controd) - IRMC 52/53 Advanced Video Redirection N 3 =10 =]

Extras Remocie Storage Power Coatrol Lamguages Preferences Help

| | ARGr| |Context| |fLock]| |CirtAR-Dei| Local Monior shways on

SCROLL DOAN FUR GERYAN VERSTON
Openscape oice V8 RL
Copyrieht. Unify GabH & Co. KG 2015,
iigir iy

The program OpenScape Voice V8 Rl is the property of Unify GmbH & Co. KG and
protected by national and international copyrights,

IMPORTANT - please read carefully:
e S b e e e
miertms ouwmheaﬂl&wmeemdm t]naehtge:m

terms,

If You do not agres, the software will not be installed.
!ouwweusaofm walmtmnoowforapermdofmleudm
For the evaluation per: tlnhoemebemsmnd.lm A shall apply.

at tmd the evaluation period eyaluation
mw wuersm;mmﬂnnemﬂarvermm&e IJseerseIea:gW

B SOFTWARE LICENSE AGREEMENT FOR THE OperScape Voice W8 Rl
COST-FREE 180 DAYS EVALUATION COFY
A1 LICENSE DURATION, UTILIZATION RIGHTS
411 Insta.'l.‘l.at.mno‘rtmaoﬁmre (mms}ndmates?ommtnthan

ofmwkrhmsmwnfor cost-free
copy (in the Eo].lmw&ra.‘l.v,lauon

wa]wtm

You can terminate tmbydeanm%a]loopmefthe
%ﬂnuﬁ tousesha}.lm amu-at:.calh w:.tgﬂa:ﬂat
&Blatmtl&ﬁd%safmﬂnﬁrstmmﬂatmo‘f The
?&tﬁm R1 Evaluation Copy will automatically di

4.2 You are mn;%erﬁt non-transferable and
t,edr.l.shftgrammd mmwmmmmm
of 500 Dynasic and 500 Client Access Licenses,

==

12. Verify that the virtual OSV specifications are in accordance with the resource
reservation described in Section 4.3, “Virtualization Environment Setup”
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155n2 on esxil6-vc05.unify-ath.net =

View VM
mir &0 @@

iber of active connections has changed. There are now 2 active connections to this console

Toportant: Your are ingtalling a virtual OpenScape Voice
(05V) system, The O3V is a real-time application that
requires guaranteed regource reservations(cpu, memory)

provided by the wirtual machine, Please verify that you
have configured your virtual 02V in accordance with the
resourcs reservation table in the appropriate
Installation and Upgrade Guide,

Do you wish to continue?.

@ =M (Mo 3

Select Yes.

13. Type yes and press enter as shown below and the Image installation will
start.

* Repeat steps 9 through 12 of Section 4.2.3.3 for Node 2; making sure to
select the appropriate virtual floppy which contains the
node.cfg.secondary.

Note: For specific details of the Image installation please refer to the Release
Notes of the Image.

14. Press “Done” on the “Network Information” page, which is displayed as soon
as the appropriate Virtual Floppy with the node.cfg is mounted.
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rk lnformation

15. When prompted, select the installation scenario: yes/no/format/
lockprim/locksec/verify

Note: Typing yes or format will erase all data from unlocked partition on the disk.

* yes - Erases data from the first unlocked image.

* no - Aborts installation.

« format - Reformats harddisk, user loses all the data
* lockprim - Erases data from the secondary partition
* locksec - Erases data from the primary partition

e verify - Verify hardware

Do you want to continue with installation (enter yes/no/
format/lockprim/locksec) ?

Note: Format and repartition are necessary for fresh installation.
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Extras Remocte Slorage  Power Cont

tition on tk
will

ary partition
partition.

Installation starts. Wait for filesystem creation, checking and syncing of the image
to target disk drive.

I=Fd

Extras Remocte Storage Power Control Lamguages Preferences Help

icuse S

itor abways on

verify
nt
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Networking is setup, cluster syncing is up and final reconfiguration of the system
is performed.

e

Extras Remote Storage PowerCoatrol Languages Preferences Help

sontor shways on

I USIRIDE10.2.14.20 {Full Control) - IRMC 52/53 Advanced Video Redirection (=]

Extras Remote Slorage Power Control  Languages terences Help

Filter rule
igure Fri Jul 3 16

.ok
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[399zverifyl Image Status: Completed installation at Fri Jan 22 03:50:01 EST Z016.
[399zverify - 2016-01-22-03:50:011 Starting awditing subsystem, please wait to create whitelist...
[399zverify - Z016-01-22-03:50:011 Removing awuditing whitelist files

Disable proc_aud to systemd

Remove monitor script in crontab

edirecting to systemctl stop proc_awd.service

nabling proc_aud to systemd

Put monitor script in crontab

edirecting to systemctl start proc_aud.service

[399zverify - 2016-01-22-03:50:021 Check regression for call processing...
[399zverify - Z2016-01-22-03:50:041 Building system uptime for this installatiom...
Bystem verification

fluthorized uses only. All activity may be monitored and reported.
psudOnl login: _

Installation is finished and logs/state are saved to archives in your USB drive
under folder log or local under /log path.

Installation Log files
Openscape Voice system:
/log/<DATE>_<TIME>_install.log.gz

/log/<DATE>_<TIME>_install_tmpfiles.tar.gz/log/
prepare8k.log

At this point, the system will reach state 4 and should be
ready for use.

You can then remove/disconnect the devices.

Use this link to jump to d on page 858 (within Section N.2, “Adding a CD/DVD
drive to an in-service OSV cluster node (or nodes)”).

At this point, the system will reach state 4 and should be ready for use.

OpenScape Voice V9 default users and passwords are:

Type User Password
Console root T@R63dis
Console Srx 2GwN!gb4
SFTP cdr MNY9$dta
SSH sysad 1clENtk=
SSH superad BFObpt@x
SSH hipatham | kH3!fd3a
SSH hipathcol |jO3(fdgA
SSH secad $ECur8t.
SSH dbad d8S$ECur.
Table 15 Default User Passwords
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Type User Password
SSH webad IWES8saf. (for Simplex configurations only)
Table 15 Default User Passwords

Users "sysad", "superad", "secad", "dbad" and "webad" have 90 day
expiry limits set on their passwords. Unless restricted by the /etc/security/
access.conf file, all users have access to the OSV via the console also.

Note: If your OpenScape Voice system was Upgraded or migrated to
OpenScape Voice V9, then you have maintained the expiry data of the
source release. This means the "sysad", "superad". "secad" and "dbad"
userid passwords will never expire. For password management advice
please refer to Section G.2.2, “Password Management”, on page 733.

The following table provides the default passwords for Solid Users.

User Password

dba dba

rtp RTP_USER

sym sym (for Simplex configurations only)
Table 16 Default Passwords for Solid Users

16. After the installation is complete, verify the success of the installation by
logging in as user root and execute the following commands:

# cd /unisphere/srx3000/srx/startup
# ./srxary -v

A successful software installation is indicated if the nodes (or node) are at run
level 4 (RTP and application running with all processes started and in
PROCESS_READY state).

Note: If the installation process stops prematurely or if the nodes (or node)
do not reach run level 4, this is an indication of a failed installation.

The installation logs are kept on the USB memory stick in the install.log file.
The hardware information for the platform in progress is also placed on the
USB memory stick in the current.hwinfo file.

If the installation has failed and the reason is not obvious from the general
system behavior or the install.log file, contact your next level of support for
assistance.
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17.

18.

Regardless of installation success or failure, save the contents of the memory
stick(s) onto a backup server/device for future reference or diagnostic
purposes.

As user srx, verify that the software is at the patch set level listed in the
OpenScape Voice V9 release note with the command:

pkgversion -ps or pkgversion -f

Attention: Unless directed otherwise by Release Notes, the target
OpenScape Voice server should be at the latest patch level declared for
General Availability. An integrated system should ensure that the applications
server is updated with the latest released DVD/PatchSet/HotFix.

If the patch set level is not correct, install the corresponding patch sets using
the CMP/Assistant (after installing the OpenScape Applications for a
standard duplex).

As user root, verify that the system is an imaged system with the command:

rpm -ga | grep UNSPxtree
Verify that UNSPxtree-1.0-1 is displayed.

Note: If you were sent to this section from an upgrade or migration procedure,
return to the upgrade or migration procedure rather than going to the
OpenScape Voice Installation Checklist.

On the OpenScape Voice Installation Checklistin Section 2.2.4 on page 28, initial

step 8 and proceed to step 9.

4.2.4 Backup and Restore via USB

The USB stick adds the restoration software and prompts you for all the required

information in order for the restore procedure to commence.

In order to restore OpenScape Voice, you need to have a backup file. The
backed-up data may be on an external server, a USB hard disk or even copied

onto the same USB device as the restore software.

Note: In case you want to place the backup tar file in a USB stick, follow the
instructions in Section 4.2.3.2, “Image installation/System Restore from USB”

The restore procedure is the following:
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1. Insert a restore USB stick in each node.
2. Power up the node(s) and click F12 in order to access the boot menu.

3. From the boot menu, select your USB stick.

K USERID@10.2.14.20 (Full Control) - IRMC $2/53 Advanced Video Redirection =10] x|
Extras Remote Storage Power Control Languages Preferences Help

Mouse Sync/| | Ctri| (AR| |Win| | ARGr| |Conbext| |[Lock]| | CiriAR-Del| Local Monitor akways on

4. The OpenScape Voice USB Service System boots.
5. Inthe menu presented after boot, select OpenScape Voice Service System

6. When prompted, select option OpenScape Voice System Restore

Please choose the seruice operation to wse:

1 UpenScape Voice Installation

s
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7. Select the backup source.

The USB stick contains required data to perform the restore. The restore
script will:

1. Erase existing partitions.

2. Restore OpenScape Voice without further user input.

w

Select Enter to reboot node (s)

tar: Renoulng leading *o" F

B drive after reboot

Press ENTER to reboot. .

The last step takes around 15 min. to finish.
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4.3 Virtualization Environment Setup

Note: Knowledge of VMware operations and practices is required to deploy
virtual machines.

Attention: Because a virtual OSV node will shut down when it loses its storage
device, it is recommended that each OSV node be connected to its own storage
device (i.e.; SANs or disks) to avoid a total OSV cluster outage in case the
storage device fails.

For configurations where the OSV VMs are connected to a Storage Array
Network (SAN);

If a OSV VM node loses connectivity to the SAN, that node will reboot. The
average time before the node reboot action is less than 3 minutes. The maximum
is 5 minutes.

Attention: Both nodes of a cluster (duplex OSV system) must be installed as
virtual machines. A cluster configuration where one node is deployed as native
hardware and the other as a virtual machine is not supported.

Note: When an OpenScape Voice is deployed as a virtual machine the Open VM
Tools are included as part of the IMG Installation/Upgrade

The version of the Open VM Tools is dependent on the SLES version that is
included in the OpenScape Voice image and should be the latest compliant.

Manual installation/update of the Open VM Tools is not supported as it could lead
to incompatibility issues, this means that Open VM Tools will be delivered only via
the OSV IMG installation/upgrade for virtual deployments.

The following provides a guideline for installing an OpenScape Voice (OSV)
image onto a VMware ESXi virtualized platform. The installation of the VMware
environment is outside the scope of this guide.

The following VMware features are tested:
*  VMware HA

*  Migration with VMotion

* VMware DRS
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Snapshots (of a Virtual machine).

Note: If a vMotion or DRS activity is performed during high traffic periods, a
slight degreadation in service may be observed. On an Integrated Simplex,
the feature is only supported with minimum or without load.

Usage of Virtual Machine Snapshots:

Note: Snapshots are used as part of official Unify Service procedures.
However, the following restrictions must be observed.

Snapshots are NOT to be taken on production systems during normal
operation.

Snapshots taken previously must NOT remain active on a production
system during normal operation.

Snapshots can be taken, if needed (i.e., snapshots can be a valuable
mechanism during maintenance operations. For example, they allow
a quick rollback to a well-defined state of the VM if a mass
provisioning script fails.), during maintenance windows, or during an
installation procedure.

Note that Snapshots are used internally by backup tools such as VDP
or VDR. It must be ensured that (a) these backup operations are

scheduled off business hours, and (b) that any Snapshots generated
by these tools are deleted at the conclusion of the backup operation.

When taking a snapshot using vSphere, check the Quiesce guest file
system option.

1% Take Yirtual Machine Snapshot f’-irﬂh‘s&

Neme
| fomt_nodat

-Description

¥S ps17E09 snapshot

™ snapshot the virtual machine's memory
[T Guissce guest fils system (Meeds Viware Took inataled)

o ] coma | e

Whenever an administrator takes a snapshot using vSphere checking the
Quiesce guest file system option will gracefully persist all IBM Solid or
MySQL transaction logs (/usr/sbin/pre-freeze-script.sh is executed).
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For additional information regarding Snapshots, please consult the
VMware Knowledge Base (KB). A good starting point is KB Article
1025279-Best Practices for virtual machine snapshots in the VMware
environment. Here is a link:

http://kb.vmware.com/klb/1025279

Feature information can be accessed from the vSphere client toolbar Help menu.

More information regarding Migration with vMotion and VMware can be found in
the following manual:

» vSphere Datacenter Administration Guide (for the recommended ESX and
vCenter Server versions).

Information regarding VMware HA can be found in the following manual:

* vSphere Availability Guide (for the recommended ESX and vCenter Server
versions)

More information regarding Snapshots can be found in the following manual:

* vSphere Virtual Machine Administration Guide (for the recommended ESX
and vCenter Server versions).

Note: The following VMware specific features have not been tested:
- VMware vCenter Update Manager

- VMware vSphere 5.1 API for Data Protection (VDP)

- VMware vShield Zones

- VMware Storage vMotion

- VMware DPM

Note: The VSAN environment has not been tested

4.3.1 Virtualization — Overview

Attention: The installation described herein is not the only possible virtual OSV
installation. The host, not the OSV VM, needs to be configured with NIC teaming
if network redundancy is required. More information regarding NIC teaming is
available in Appendix R, “Guidelines for Configuring NIC Teaming on the VM
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Host”.

Note: Reference the VMware Compatibility Guides for software and hardware
recommendations. As an example, for information regarding using Nehalem
processors in the Virtual machine host, see the VMware Resource Management
Guide for virtual machine overhead characteristics. These guides are available at
the VMware homepage (www.vmware.com).

Starting in V7, virtualization is supported for simplex and standard duplex (co-
located and geographically separated) configurations.

Note: In this document, one more subnet to control the VMware Management
Interface is added. This is not necessary if the desired VMware Management
Interface can be tied to a valid and available IP in the admin subnet.

Viewing the Document with Adobe Reader

When viewing the document with Adobe Reader, add the “Previous View” icon to
the Reader toolbar. This will ease the navigation between this procedure and
associated sections of the document.

In Adobe Reader v9.x.x:

Add the “Previous View” icon as follows;

¢ Open the tools menu.

¢ Navigate to ‘Customize Toolbars’; this will present the ‘More Tools’ window.
¢ In the ‘More Tools’ window scroll down to the ‘Page Navigation Toolbar’

* Select the ‘Previous View’ icon.

¢ Select ‘Okay’ in the ‘More Tools’ window

In Adobe Reader v10.x and v11.x:

Right-click anywhere on the toolbar > Page Navigation > 'Previous View' icon.

If this procedure contains links to other sections of the document, execute the
specified task and then select the ‘Previous View’ icon in the Reader toolbar to
return to this procedure.

Characteristics of the Virtual OpenScape Voice

The virtual OSV has the following characteristics;

e Supports OSV images in a Storage Area referred to as a “datastore”.
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* |Is HW independent.
* Has no maintenance controller interfaces (RSA, IMM, iRMC, VMK).
* Does not support HW Alarming.

* Currently supports and requires a fixed number of 4 (virtual) Ethernet ports
for all configurations (including simplex virtual machines).

*  Supports simplex OSV configurations.

* Supports 2 node clustering in co-location and network geographical
separation. The co-located OSV can be deployed on 1 (both nodes on same
physical host) or 2 hosts. A geo-separated OSV should be deployed on 2
hosts.

* The OSV virtual Machine can use internal or SAN storage.

* For OSV compatibility with ESXi please check chapter Support VMware
vSphere Versions in the OpenScape Solution Set V9 Virtual Machine
Resourcing and Configuration Guide.

¢ Virtual machine disk size of at least 140 GB.

e OSV redundancy depends on Survival Authority. Without Survival Authority a
single node failure or interconnection failure may bring down the whole
cluster. This is valid for all co-located and geo-separated configurations.

* OSV StandAlone Service is only allowed for a L3-geo-separated
configuration (i.e., a configuration that does not provide a virtual IP failover).

For the StandAlone Service feature to be available in a virtual environment
the node.cfg parameter Node Separation = separate must be selected. The
Stand Alone Service is enabled by default in this configuration.

Disk Space Limitations:

If you choose to install from an ISO image file instead of a DVD, please allocate
at least 5 GB of disk space in a node’s datastore for the placement of the
Virtualization Image DVD ISO and Node Configuration files.

Other Limitations:

The virtual OSV system is hardware (HW) independent. It is assumed that the
HW platform is installed, supervised and maintained by the customer. This
includes the installation and configuration of the virtual machine that will host the
OsVv.

The virtual OSV assumes it has one disk and 4 Ethernet ports (including the
simplex virtual machines).

Disk location (local or network), disk redundancy (RAID), any kind of HW
redundancy, and network redundancy (bonding driver) are outside the scope of
virtual OSV control and need to be installed by the customer.
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4.3.2 Checklist for Virtualization

This procedure assumes that steps 1 on page 29 through 8 on page 30 of Section
2.2.4, “OpenScape Voice Installation Checklist”, have already been completed.
Please review these steps before proceeding.

At the end of the Virtual Machine Environment setup, you will be referred back to
the Installation Checklist to perform other installation tasks (as required for your
environment).

Task |Description

1 Determine if Physical Server hardware is supported by VMware.
2 Determine the datastore to be used for the VM (local hard disk or a networked
device).

If a SAN will be connected then determine if it is supported by VMware.

Have an operational Windows or Linux system at hand in order to build the
installation node.cfg. For virtual machine node.cfg instructions refer to Section
4.3.4, “Creating a Virtual Machine Node.cfg File”, on page 332.

Determine the Network Port to VMNIC mapping.

Determine what type of installation configuration you will be conducting (co-
Located duplex, geo-separated duplex, or a simplex deployment).

7 For Co-Located configurations determine if the guest servers will be running on
1 physical host server or 2 physical host servers.

Determine network cabling based on the decisions made in steps 5 through 7.

When creating the VMs, be sure to follow the instructions in the latest issue of
the OpenScape Voice Vx Service Manual: Installation and Upgrades, Installation
Guide (where x is the software release version).

10 Install the OSV Image on the guest VMs.

11 For duplex OSVs; the Survival Authority is installed with the OpenScape Voice
image and will be verified as part of the installation.

Table 17 Checklist for Virtualization

4.3.3 Virtual Machine Guidelines

Attention: The installation described herein is not the only possible virtual OSV
installation. The host, not the OSV VM, needs to be configured with NIC teaming
if network redundancy is required.

Note: Reference the VMware Compatibility Guides for software and hardware
recommendations. As an example; the use of Nehalem processors in the Virtual
machine host. See the VMware Resource Management Guide for Virtual
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machine overhead characteristics. See the VMware Upgrade guides for
upgrading from ESXi 5.0 to ESXi 5.1 or ESXi 5.5. These guides are available at
the VMware homepage (www.vmware.com).

Note: The configuration of the virtual machine must be done prior to the
installation of the OSV software.

Note: For OpenScape Voice it is recommended to use SLES 12. For OSV
compatibility with VM Hardware Version, follow the link https://kb.vmware.com/
kb/2007240 For OSV compatibility with ESXi please check chapter Support
VMware vSphere Versions in the OpenScape Solution Set V9 Virtual Machine
Resourcing and Configuration Guide.

4.3.3.1 Requirements to Underlying Host Hardware

Due to the resource and configuration requirements of the VMs for OpenScape
Voice, the following dependencies to the hardware of the ESXi hosts need to be
considered before system setup:

« CPU

For each VM, CPU resources shall be reserved as described in
Section 4.3.3.2. For lower number of users on a given deployment, less CPU
resources might be required.

* RAM

All OpenScape Voice nodes require RAM reservation based on the values in
Section 4.3.3.2. This means that a VM’'s memory needs to exist as physical
memory in the host.

» Storage

For each VM, hard disk space must be reserved as described in

Section 4.3.3.2. This space may either be local to the ESXi host or reside on
a SAN, provided the SAN is equivalent to a local hard disk from a
performance point of view.

Note: Disk redundancy (RAID) is outside the scope of virtual OSV control and
needs to be installed by the customer.
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4.3.3.2 Virtual Machine Configuration Parameters Overview

Document OpenScape Solution Set V9 Virtual Machine Resourcing and
Configuration Guide lists the configuration parameters needed to configure each
OpenScape Voice node.

Note: The line VM RAM [GB] + reservation includes the memory to be reserved
for the VM. For overall memory sizing, include at least 2.5 GB of RAM for the
ESXi.

Note: See Section 4.3.3.7, “Virtual Machine Disk Requirements” for additional
HD overhead required on the physical host.

Both nodes of a duplex OpenScape Voice deployment can be installed on the
same host/ server, but it is recommended the nodes be installed on separate
servers (for redundancy reasons).

Starting with V7 the simplex option is available for the virtual environment
deployments.

The following additional notes have to be taken into account for this product:
e OS8V figures in the table indicate requirements for each node
e OSV figures in the table are based on a typical Enterprise Feature set

* OSV figures in the table are based on V7 default RTT trace settings (24-7
extern)/distributed registration/Nodes on Separate servers/Active-Standby
mode

* For duplex configurations; OSV nodes are recommended to reside on
separate physical servers for HW redundancy.

¢ OSV uses additional disk space (on the server/SAN) to hold things like
images, patch sets, mass provisioning files, restore CD, CDC ISO, etc)

e Starting in V7, the VMware manual MAC is no longer used to lock OSV
license files for Virtual deployments. Therefore starting in V7, for Virtual
deployments, the CLS must be used to calculate the Advanced Locking ID for
OSV license files.

¢ OS8V Backup and Restore procedures are recommended to be used versus
snapshots

e VvCPU: Intel Xeon Processor x5650 / 2.66 GHz, 12 MB Cache or equivalent
CPU based on IBM System x3550 M3 CINT2006 result (i.e.,
SPECint_base2006 = 32.0). See http://www.spec.org/cpu2006/results/

res201191/cpu2006-20101206-13908.pdf).
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* OSV NW and Disk usage may vary based on call usage and Feature mix

e OSV cps (Calls per Second) formula = # of users*5/3600*5 (5 calls per user
per hour with a loading factor of 5 for features). Example: 1000 users = 6.94
cps.

* OSV NW Total Bandwidth KB/s Requirement formula = cps*26.

* For duplex configurations; OSV X-channel Bandwidth KB/s Requirement
formula = cps*13

Note: Cross channel compression is turned on by default

OSV HD KB/s formula = cps*3.33

For a detailed overview of the configuration parameters, see chapter OpenScape
Voice in the OpenScape Solution Set V9 Virtual Machine Resourcing and
Configuration Guide. Also in this document the overhead requirements per
physical system for the OSV solution are listed. Some values can not be defined
because they are based on the configuration of the host (physical) server.
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4.3.3.3 Overview of the OSV Virtual Machine Solutions

Simplex One Physical Server:

* 3 subnets reserved for Admin, Billing, Signaling

Note: A Simplex virtual machine has no 'cross-over' connectivity requirement

Co-located Duplex One Physical Server:

* 3 subnets reserved for Admin, Billing, Signaling
* Cross-over connected via virtual switch
Co-located Duplex Two Physical Servers:
¢ Two Options for Subnets:

— Three Subnets + one Private

— Three subnets reserved for Admin, Billing, Signaling and one Private
for Cross-over

— Cross-over cable connection between the nodes
— Four Subnets
— Four Subnets reserved for Admin, Billing, Signaling and Cross-over

— Cross-over connectivity occurs through a layer 2 switch

Geo/Network-Separated Duplex Two Physical Servers:

* Four Subnets per node for a total of eight subnets total

— Four Subnets reserved for Admin, Billing, Signaling and Cross-over for
node 1.

— Four Subnets reserved for Admin, Billing, Signaling and Cross-over for
node 2.

4.3.3.4 Virtual Machine Network Requirements

The OSV requires that 4 Ethernets be presented to it as labels during virtual
machine creation. Each of these labels needs to be in a different subnet as

presented to the OSV. These subnets are used in building the node.cfg file.
These are:

¢ Admin subnet - used for admin/maintenance information

» Signaling subnet - used for SIP/CSTA/MGCP signaling
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* Cross Connect - used for call state synchronization in duplex configurations.

— For the case of a co-located on the same host, this is a Vswitch only
connection.

— For co-located systems on separate hosts it is a direct gigabit quality
Ethernet cable cross connect.

— In the case of a geo-separated system it can be either a L2 bridged
connection or a L3 routed connection.

* Billing subnet - This is used for sending CDRs to the billing server.

The connection of the labels to the real network is dependent on the customer
network configuration. This can be a flat or segmented network and can also use
the VMware VLAN capability. VMware network interface redundancy can also be
used if required.

The exception to this is the duplex OSV cross connect link, a standard routable
IP interface, which due to the heavy traffic should be a dedicated link.

The Survival Authority shutdown agent configuration is installed with the
OpenScape Voice image and will be verified as part of a duplex virtual machine
installation.

The Flexible Ethernet circuit and IP Address Configuration feature allows for
a flexible configuration of Ethernet circuits and IP addresses. For more details,
refer to Appendix F, “Flexible Ethernet circuit and IP Address Configuration
Examples”.

Note: X-channel and ClGroup references apply to virtual duplex deployments.

The following node.cfg parameters impact the Ethernet port and IP address
configuration of the OpenScape Voice server.

a) Share Mgmt with X-channel button: Select the associated box if the X-
channel (Cluster Interconnect Group- ClGroup) is to share the same
subnet (and Ethernet ports) as the Management Network. When this
box is selected, the ClGroup parameters are grayed out and the ClGroup
is placed in the Management Network subnet address scheme; the
default last octet of the ClGroup IPs are ‘4’ for node 1 and ‘5’ for node 2.

e The CIGroup IPs are set to the same IP as the Node 1 (or 2) IP of the
Management network.

b) Subnet Sharing: This parameter dictates the number of Ethernet
ports used and the IP addressing schema for the Mgmt, Billing and
Signaling subnets. The following is an overview of the Subnet Sharing
choices available and how they impact the Ethernet port and IP address
configuration of the OpenScape Voice server;
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*  Mgmt-Billing-Signaling-Separated: Default configuration. All 8
Ethernet port pairs are used. Each subnet is assigned to ports as
defined in Chapter 3 of this document (in the “Connecting the Cables”
section of each platform).

*  Mgmt-Billing-Shared: The Mgmt and Billing subnets are merged -
the Signaling and Cluster ports are separate. The Billing ports are not
used.

* Mgmt-Billing-Signaling-Shared: Mgmt, Billing and Signaling
subnets are merged - Cluster ports are separate. Billing and Signaling
ports are not used.

Attention: IF ‘Share Mgmt with X-channel’ was selected, THEN the
ClIGroup is also merged with the Mgmt subnet. In this scenario, the
ClIGroup (X-channel) ports are not used.

The virtual OSV always needs to be created with 4 network connections, in
the following sequence:

* NIC 1: admin (is mapped to VMNICO in the VM properties window).
¢ NIC 2: signaling (is mapped to VMNIC1 in the VM properties window).
* NIC 3: billing (is mapped to VMNIC2 in the VM properties window).

¢ NIC 4: cross_connect (is mapped to VMNIC3 in the VM properties
window).

As an example; a Flexible Ethernet circuit and IP Address Configuration
case where node.cfg parameter Subnet Sharing = Mgmt-Billing-Signaling-
Shared.

The Billing and Signaling ports are not used in this configuration. In this case,
the craft might want to assign VMNIC2 and VMNIC3 a different label (e.g.;
"unused2" and "unused3d").

Note: All 4 VM NICs have to be defined because they are internally mapped
to the virtual OSV Ethernet ports.

- EthO/VMNICO is mapped to VM properties NIC 1

- Eth1/VMNIC1 is mapped to VM properties NIC 2.

- Eth2/VMNIC2 is mapped to VM properties NIC 3

- Eth3/VMNIC3 is mapped to VM properties NIC 4.

Even if eth3 (VMNIC3) is not used, it cannot be removed because OSV still
needs eth3 for the x-channel.
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4.3.3.5 Virtual Machine Memory Requirements

Refer to Section 4.3.3.2, “Virtual Machine Configuration Parameters Overview”
and the VMware Resource Management Guide for additional memory required
for Virtual machine overhead.

4.3.3.6 Virtual Machine CPU Requirements

Refer to Section 4.3.3.2, “Virtual Machine Configuration Parameters Overview”
and the VMware Resource Management Guide for Virtual CPU requirements.

4.3.3.7 Virtual Machine Disk Requirements

The OSV requires that the virtual machine present a single SCSI disk on target
(0:0). The virtual machine disk size should be 140 GB. VMware requires an
additional 40 GB over and above the virtual machine disk size.

The host server disk drive should be at least 180 GB for a single OSV virtual
machine on a dedicated server (140 GB + 40 GB).

The host server disk drive should be at least 320 GB for a co-located OSV
virtual system on one physical server (140 Gb + 140 Gb + 40 GB).

Calculations for the physical HD sizing including allowances for VMware and ISO
images are based on the following;

* New Image + old Image during upgrade: 10 GB
* Allowed for VMware machine overhead: 3 GB (140 GB VM disk size)

* Allowed for VMware system disk overhead: 17 GB

Note: The calculations for the physical HD sizing does not include space that
would be needed for snapshots or other swap space for other VMs that do not
reserve their memory.

The virtual SCSI controller must be type LSI Logic parallel.

The physical disks can be onboard the host or connected by SAN. VSAN
configuration has not been tested yet. Any level of raid can be used.

Disk reservation parameters should be left as their default. The virtual SCSI
controller must be type LSI Logic parallel.
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4.3.3.8 Other Parameters to Consider for the Virtual Machine

Most other parameters should be left as their default. The exceptions are:

* Hyperthreading should be turned on if it is available to increase the number
of virtual processors available to the system.

¢ The CDROM must be on virtual device node IDE(0:0)
* For ease of installation the CDROM should be set to connect on power on.

¢ For ease of installation the force BIOS flag on next reboot should be set in the
boot options.

4.3.4 Creating a Virtual Machine Node.cfg File

The node.cfg file is used by the installation process to determine which image will
be installed on your OpenScape Voice server. The determination is based on the
platform you select. For Virtual machines:

¢ Virtual-OSV should be selected for the Hardware Platform type.

¢ The default Configuration for the Hardware Platform Virtual-OSV is
Standard-Duplex. Integrated Simplex can be chosen from the
Configuration drop down menu.

Any questions regarding the node.cfg creation should be addressed to
your next level of support.

Note: Recommended practices for file transfer and burning of CD/DVD media;
1. If a checksum, md5sum or sha file is delivered with OpenScape software it is
a good practice to compare the calculated value of the downloaded data against
the applicable file to ensure the integrity of the download. If necessary, third
party software can be used to calculate these values.

2. When burning a file to a CD/DVD media use a lower burning speed (i.e.; 4x).
3. Use the 'verify' option of the burning application to ensure data integrity after
the DVD burning is complete.
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4.3.4.1 Preparation of the node.cfg files using a Linux or
Windows Environment

Note: An installation ISO image for each OSV node can be created and used for
the installation and upgrade procedures of an OSV virtual system. This
Installation ISO image of each OSV node includes the appropriate node.cfg file,
license, Migration Toolkit and patch sets (including emergency patch sets). This
Installation ISO image is sometimes referred to as a CD ISO image.

Download (from SWS) the latest "OpenScape Voice Installation Wizard" zip file
that corresponds to the OSV software version that you are installing.

Note: If necessary, refer to the OpenScape Voice base software release note on
G-DMS for the link to SWS to download the Installation Wizard zip file.

a) Unzip the downloaded file. Now there should be a parent directory named
'ncpe-OfflineWizard-<version_number>'. Change to the bin path located
one level below 'ncpe-OfflineWizard-<version_number>'.

b) For Windows systems; open (double click) the file named ifgui.cmd.

For Linux systems; open the file named ifgui.

Note: For Linux users, if needed, export the DISPLAY of the output to
your PC by entering "export DISPLAY=<IP address>:0", where the IP
address of the destination of the DISPLAY is to be sent is used. This step
is done as the root user.

c) On the Installation Framework options screen, select Install and click
Next.

d) The Configuration and Hardware (1/1) page will be presented. Select the
Hardware Platform Virtual-OSV. This selection sets the value of
Configuration to Standard-Duplex. Integrated Simplex can be chosen
from the Configuration drop down menu.

Note: A link back to this location is provided in the sections referenced in the
next step.

e) Refer to Section 2.6, “Creating a Node.cfg File”, on page 49 for further
details regarding the node.cfg creation. Complete Section 2.6.2 through
Section 2.6.9, step 6 on page 63.
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When Section 2.6.2 through Section 2.6.9, step 6 on page 63 are
complete return to this step.

Note: References to node.cfg.primary apply to the installation node.cfg
for the single node of a simplex virtual deployment or node 1 of a duplex
virtual deployment. The node.cfg.secondary references apply to the
installation node.cfg for node 2 of a duplex virtual deployment.

Any questions regarding the node.cfg creation should be addressed to
your next level of support.

The user has two choices for the node.cfg medium when installing the Image;

1. A Installation ISO image that can include the node.cfg.primary (or
node.cfg.secondary), license file (for that node) and any released patch
sets that are not included with the delivered Image. Refer to Section
4.3.4.2, “Saving the node.cfg, license and patch sets to an Installation
ISO Image”, on page 334.

2. Avirtual floppy that includes the node.cfg only. Refer to Section 4.3.4.3,
“Creating a Virtual Floppy Disk”, on page 337.

Note: It is recommended to install with a Installation ISO image that includes
the node.cfg, license file and any released patch sets (not included with the
delivered image). This automates the installation by:

1. Negating an OSV software update by the craft after the installation
completes.
2. Removing the manual step to apply the OSV license file to the node(s).

4.3.4.2 Saving the node.cfg, license and patch sets to an
Installation ISO Image

A Installation ISO image which includes the appropriate node. cfg file and
patch sets (including emergency patch sets) may be employed for the image
installation.
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For the installation, this Installation ISO image has to be created with the same
structure as a native machine USB stick (as described in Section 2.7, “Including
Patch Sets and License files on the USB Memory Stick(s)”). The process is
summarized in steps 1 through 6 of this section.

Note: If you reached this section from a Upgrade or Migration scenario, perform
steps 2 through 6.

1. The node.cfg file(s) should be generated as per the instructions in Section
4.3.4, “Creating a Virtual Machine Node.cfg File”. There is no need to create
virtual floppies for the Installation ISO image procedure.

2. The root level directory of the ISO image should contain the node.cfg.primary
and license file for node1.

Attention: In simplex migration scenarios the root level directory of the
Installation ISO image should also contain the "response.cfg.primary file".

3. An empty file, dev.8kps, should be under the /patch directory.

4. Putthe patch sets and the emergency patch sets, including the SPA files, into
the patch directory. Generally, this means the needed tar files from the
latest cumulative patch set and all the tar files of the latest cumulative
emergency patch set.

For example, if the latest image is delivered with PS07.E02 and PS12.E05 is
required as part of the image installation;

* Download cumulative PS12 including the associated SPA file.

¢ Download cumulative emergency PS12.E05 including the associated
SPA file.

* Place the downloaded patch sets and SPA files in the patch directory.

Note: Including the SPA file in this step will trigger an md5sum check of the
patch sets before they are installed. A patch set md5sum check failure will be
reported to the console and the installation will abort. If cumulative patch sets
are not available, tar files of the regular patch sets can be placed in the patch
directory as well as the related tar files of the emergency patch sets. The
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standard naming convention of the patch sets must be maintained.
Remember to include the patch set SPA files in order to trigger the
md5sum check during the installation.

Attention: Name the Installation ISO image appropriately to ensure that the
proper ISO image is selected for the image install; Sample naming
convention:

- Node 1 Installation ISO filename: CD_N1.iso

- Node 2 Installation ISO filename: CD_N2.iso

Generate the Installation ISO image. For Microsoft based systems, many
third party image burning tools can create an ISO image from a directory
structure. These third party tools are outside the scope of this document.

Some Linux based systems have a built in capability to generate ISO images
from the command line. The OpenScape voice and applications servers can
be employed to generate the Installation ISO image, if you prefer. Prepare
your directory with the node.cfg.primary, the appropriate license file and patch
sets (as defined in steps 1 through 4 of this section then refer to Appendix L,
“Building an ISO file on the OSV or Applications Server”.

For a duplex configuration, repeat this procedure for node 2. This Installation
ISO should contain the node.cfg.secondary in the top level of its structure.
The patch sets, emergency patch sets and empty dev.8kps file should be
under the /patch directory.

The Installation ISO image is now ready for transfer to the datastore Section
4.3.5.2 on page 339 contains instructions for uploading a file to the datastore.

Any questions regarding the Installation ISO image creation process should be
addressed to your next level of support.

If the Installation and Upgrade Guide is followed, the OpenScape Voice ISO and
node.cfg will already be prepped when Section 4.3.6.7, “Loading the Image on
the VMware Guest Machine” is performed.

Section 4.3.6.4, “Preparation of the VMware Guest Machines - One Physical
Server Solution”, on page 357, step 14 provides instruction on how to add a
virtual CD/DVD device for the OpenScape Voice iso file.

Section 4.3.6.6, “Adding a CD/DVD Drive to the Virtual Machine”, on page
373, provides instruction on how to make this node.cfg ISO available on a
virtual CD/DVD device.

Section 4.3.6.7, “Loading the Image on the VMware Guest Machine”, on page
379, step 7, provides the instructions necessary to include this Installation
ISO in the image install process.
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4.3.4.3 Creating a Virtual Floppy Disk

The user has a choice of installing the Image via a virtual floppy that
includes the node.cfg or with a Installation ISO image that can include the
node.cfg, the licence file, and any released patch sets that may not be
included with the delivered Image.

* Toinstall using a virtual floppy refer to “Section 4.3.4.3, “Creating a Virtual
Floppy Disk™ and Section 4.3.4.4, “Saving the node.cfg File to Virtual Floppy
Files”.

* Toinstall with a Installation ISO image, which will allow patch sets to be
installed automatically during the Image installation process, proceed to
Section 4.3.4.4, “Please refer to the Uploading to the Datastore section in
Section 4.3.5.2 on page 339 for instruction on uploading a file to the
datastore.”, on page 338.

For the Windows OS there are special imaging software packages, e.g.
winlmage, which would create a virtual floppy file which can be used in VMware
ESXi server. The following is an example of creating a virtual floppy in the Linux
environment.

Note: Simplex virtual deployments should only create and save a Node1 .flp file.

1. As root user type the following commands:

dd if=/dev/zero of=/tmp/Nodel.flp bs=1024 count=1024
mkfs.msdos /tmp/Nodel.flp
cp /tmp/Nodel.flp /tmp/Node2.flp

This will create two virtual floppy devices under the /tmp directory named
Node1.flp and Node2.flp. A snapshot of the commands and results follow;
root@fsc501: [/tmp] #216
# dd if=/dev/zero of=/tmp/Nodel.flp bs=1024 count=1024
1024+0 records in
1024+0 records out

1048576 bytes (1.0 MB) copied, 0.004398 seconds, 238 MB/s

root@fsc501: [/tmp] #217
# mkfs.msdos /tmp/Nodel.flp
mkfs.msdos 2.11 (12 Mar 2005)

root@fsch501: [/tmp] #218
# cp /tmp/Nodel.flp /tmp/Node2.flp
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root@fsc501: [/tmp] #219

# 11 /tmp/Node*

-rw-r--r—-— 1 root root 1048576 Feb 17 17:35 /tmp/Nodel.flp
-rw-r--r-- 1 root root 1048576 Feb 17 17:35 /tmp/Node2.flp

4.3.4.4 Saving the node.cfg File to Virtual Floppy Files

Copy the node.cfg file created in Section 4.3.4 to the /tmp directory. As root user
type the following commands:

For Node 1:

mount -o loop /tmp/Nodel.flp /media/floppy

cp node.cfg.primary /media/floppy/node.cfg.primary
umount /media/floppy

For Node 2:

mount -o loop /tmp/Node2.flp /media/floppy
cp node.cfg.secondary /media/floppy/node.cfg.secondary
umount /media/floppy

The Node1.flp and Node2.fip files are now ready for transfer to the datastore.

Note: Please refer to the Uploading to the Datastore section in Section 4.3.5.2 on
page 339 for instruction on uploading a file to the datastore.

4.3.5 VMware vSphere Client

4.3.5.1 Configuration of Login Credentials in VMware vSphere
Client

Proceed as follows:

1.

Open the VMware vSphere Client and Enter the Login Credentials:

* Enter the IP address/Name: Management IP of the Virtual server or
VCenter server serving the host machine.

¢ Enter the User name: root (or VCenter login)

* Password: Password creation is optional when installing the VMware. If a
VMware password was created it must be entered here.
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2. Select Login.

4.3.5.2 Uploading a File to the Datastore

1. Select the Summary tab of the Virtual Machine.

2. On the Summary tab of the Virtual Machine right click on the datastore and
choose Browse Datastore. As shown below:

#4 10.236.11.197 - vSphere Client

File Edit View Inventory Administration Plug-ins Help

H Q Homne: bﬁ}j Inventory bEj Inventory
& @

+ [ 10.236.11.197 lab.dev.global-intra.net YMware ESXi, 4.0.0, 208167

Getting Started virtual Machines | Resource Allocation ' Performance | Configuration  Users & Groups  Events  Permissions

Configuration Issues
The default password for the root user on the host lab.dev.global-intra.net has not been changed

General Resources
Manufacturer: 1BM CPU usage: 443 MHz Capacity
Model: System x3550 M2 -[7946AC... || 8x2.533 GHz
CPU Cores: 8 CPUs x 2,533 GHz Memory usage: 4358.00 MB Capacity
Processor Type: Intel(R) Xeon{R) CPU I T TR e e 8178.37 MB
ESS40 @ 2.53GHz
License: EﬁXi 4 Single Sewe( Datastore Capacity Free Last Update
Licensed for 2 physical CPU... sacn 1FaSAGA 1/8j20107
Processor Sockets: 2
Cores per Socket: 4 >
Logical Processors: 16 Nul
Hyperthreading: Active @ VM ety Delete 0
Number of NICs: 9 & coss_d Refresh 1
State: Connected 5
N . g swgnjalmq Properties... !
Virtual Machines and Templates: 1 & adming 1
VMotion Enabled: A & biling_p Copy to Clipboard Chri+C 1
YMware EVC Mode: NIA
< | >
FaultTolerance Enabled: A ‘ g " |
Active Tasks: | e e i)

3. Select the root directory and click on the following icon to create a logical
folder under the datastore’s root “/” directory called “images”:

¢

Note: This folder can be named anything you choose.

e Enter the new name (e.g. "images") for the directory in the New Folder
window.

¢ Click the OK button to confirm the name.

4. Select the new directory and click on the "Upload File" icon to upload a file.
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e Select Upload File...

* Select a file from the next dialog and click Open to initiate the
transfer to the datastore.

(% Datastore Browser, - [Node1_Datastore]

*
B B P eE XD
Folders |Search] [MNodel _Datastore] images
= ﬂ ! Name Size  Type Path Modifie
[: Sanity ESXi Image 1 @ ¥4_R1,26,1_01_IMG.is0 3,529,112.00 KB IS0 mage [Nodel_Datastore] images 1/712c
t' @ vsrx20%a,fip 1,024.00 KE Floppy imags [Model Datastore] images 1jgi2C
L 4 >

Note: This procedure needs to be done for the Image ISO as well as the
Installation ISOs (or Virtual Floppy Disks if you chose to build Virtual Floppy
Disks).

* If 1 Physical Server is being used, upload the following files to the
"images" directory of the datastore:

— Image.iso
— Node 1's Installation 1SO file (or Node1.flp)
— Node 2's Installation I1SO file (or Node2.flp)

* If 2 Physical Servers are being used, then upload the following files to
the "images" directory of node 1's datastore:

— Image.iso
— Node 1's Installation I1SO file (or Node1.flp)

Then upload the following files to the "images" directory of node 2's
datastore:

— Image.iso
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— Node 2's Installation ISO file (or Node2.flp)

Note: Items in the datastore can easily be modified by right clicking on an item
and choosing the appropriate operation from the context menu presented.

4.3.6 Preparation of the VMware Virtual Switches

4.3.6.1 Examples of Physical Server NIC to VMNIC Mapping for
IBM x3550 M3/M4 & FTS RX200 S6/S7 Servers

Note: The following charts map 8 VMNIC ports to the physical server’s NICs. The
virtual OSV system only supports 4 Ethernet ports. It is suggested that the first 4
VMNIC ports be employed for the virtual machine port mapping.

FTS RX200 S6/S7 and IBM x3550 M3/M4 server NIC to VMNIC mapping is as

follows:

Port 0 1 2 3 4 5 (] 7
VmnicO |Vmnic1 |Vmnic2 |Vmnic3 |Vmnic4 |Vmnic5 |Vmnic6 | Vmnic7

Table 18 FTS RX200 S6/S7 and IBM x3550 M3/M4 Network Interface to

VMNIC mapping

Suggested mapping for a FTS RX200 S6/S7 or IBM x3550 M3/M4 virtual

installation;

VMNIC Subnet Label x3550 M3/M4 Physical NIC

VMNICO admin_primary 0

VMNIC1 signaling_primary 1

VMNIC2 billing_primary 2

VMNIC3 cross_connect_primary | 3 (depending on the configuration this may not

be used)

4.3.6.2 Preparation of the VMware Virtual Switches: Two
Physical Servers Setup (Co-Located or Geo-Separated)

Note: These instructions apply to Duplex and Integrated Simplex OSV VMware
Virtual Switch preparation. Some of the steps have different headings like
"Duplex:" and "Simplex:" depending on the VM system being prepared. Choose
the selections listed for your VM deployment.
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When the Virtual Switch preparation for a Simplex OSV is complete the user will
be directed to the next section by a doclink.

Note: This mapping is a one-to-one representation of the Ethernet NIC’s on an
IBM x3550 M3/M4 duplex.The Port Names are a logical association. For
example: VMNICY7 will be used as the Ethernet interface to our VM ESXi server’s
management interface. This interface would be chosen during the VMWare
installation.

For a co-located system running on 2 physical servers, the Crossover
interconnect can be either a direct or a bridged unrouted physical connection.

The user can define any VMNIC association with a subnet label. For example, the
user could choose to make VMNIC1 the admin_primary and VMNICS5 the
signaling_primary; however for illustration purposes, the procedures in this
document will use the mapping defined below. The following is the virtual
machine to physical Ethernet port mapping for a x3550 M3/M4 platform (taken
from section "FTS RX200 S6/S7 and IBM x3550 M3/M4 server NIC to VMNIC
mapping is as follows:", on page 341).

VMNIC Subnet Label x3550 M3/M4 Physical NIC

VMNICO admin_primary 0

VMNICA1 signaling_primary 1

VMNIC2 billing_primary 2

VMNIC3 cross_connect_primary 3 (depending on the configuration this
may not be used)

VMNIC7 Management Network interface |7 (chosen during VMware install)

Attention: VMNIC3 (cross-connect_primary) would not be required for simplex
virtual machine deployment. All 4 VM NICs have to be defined because they are
internally mapped to the virtual OSV Ethernet ports.

- EthO/VMNICO is mapped to VM properties NIC 1.
- Eth1/VMNIC1 is mapped to VM properties NIC 2.
- Eth2/VMNIC2 is mapped to VM properties NIC 3.
- Eth3/VMNIC3 is mapped to VM properties NIC 4.

If Eth3/VMNIC3 is not used, it cannot be removed because the OSV still needs
the eth3/VMNIC3 mapping. In this case, the craft might want to assign VMNIC3
a different label (e.g.; "unused3"). The same naming convention could be applied
to other VMNICs that are not used.
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Configuring the Virtual Switches
Proceed as follows to configure the virtual switches:

1. Select the ESXi servers Management IP address (see red ellipse in figure
below) and click on the Configuration tab (see green ellipse).

(! 10.236.11.198 - vSphere Client

File Edit View Inventory Administration Plug-ins Help

E Ej €y Home b gF Inventory b [Fl Inventory
&

+ [d |10.236.11.198 lab.dev.global-intra.net YMware ESXi, 4.0.0, 208167

| Getting Started | Summary | Virtual Machines | Resource &llocation Pelfnchers&Grol.ps ;

Hardware view: [Virtual Switch
Health Status Networking

Processors \
Memory irtual Switch: vSwitchD Remove... Properties..
Jtorage Virtual Machine Port Group Physical Adapters
v Networking CJ WM Network. g B@ vmnic? 100 Full L
esage-dapters

Mkemel Port

[J Management Network Q_
vk @ 10.236.11.198

Metwork Adapters

Advanced Settings

Software

Licensed Features

Time Configuration

DNS and Routing

Virtual Machine StartupShutdown
virtual Machine Swapfile Location
Security Profile

System Resource Allocation

Advanced Settings

2. Select Networking (see blue ellipse in figure above) in the Hardware menu.

3. Initially, configure one Virtual Switch which the ESXi Management interface
will be associated with (see black ellipse in figure above).

Note: Co-Located with one Physical Server setup is a special case. Please
follow the procedures in Section 4.3.6.3, “Preparation of the VMware Virtual
Switches: Co-Located with one Physical Server”, on page 349.

4. Add four More Virtual Switches by clicking on the “Add Networking...” option
located in the top right segment as shown below:
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Refresh @ Properties...

The Add Network window appears:

i Add Network Wizand

Connection Type
Metworking hardware can be partitioned to accommodate each service that requires conneckivity,

Connection Type
Connection Types

* yirtual Machine

Add a labeled network to handle virkual machine network traffic,

" yMkernel

The WrMkernel TCRSIP stack handles traffic For the Following ESXi services: WMware YMotion, iSC51, MFS,
and host management,

Help | £ Back |

Cancel |

A

5. Select the Virtual Machine option for the connection type and click the Next
button.

The Virtual Machines - Network Access dialog appears.
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= wdd|Nebwork Wizard

¥irtual Machines - Network Access
Wirtual machines reach netwarks through uplink adapters attached b virtual switches,
Connection Type Select wihich virbual switch will handle the network traffic for this connection, You may also create a new wirtual switch
Network Access using the unclaimed netwark adapters listed below,
{* Create a wirtual switch ‘3
v BB vmnico 100 Full 10,10.6,145-10,10.6,145
[ BB wvmnict 100 Full 10,10.6,145-10,10.6,145
I BB vmnicz 100 Full 10,10.6,145-10,10.6,145
I BB wvmnicz 1000 Full Mone
I BB wmnics dowin Mone
I BB vmnics dowin 10,10.6,145-10,10.6,145 0
I BB vmnice dowin 10,10.6,145-10,10.6,145
[ E@ wvusto 0 Half Hone b
Presvies:
Virtual Machine Part Graup Phyyzical Adaptars
Wirkual Machine Metwork, i BB wmnicO
Help | < Back | Mexk = I Cancel |
A

6. Click the Next button. The Add Network Wizard — Connection Settings
dialog appears:

= &dd Network Wizand

¥irtual Machines - Connection Settings
IJse netvork labels bo identify migration compatible connections common to bwo or more hosts,

Connection Type Part Group Properties
Metwaork Access
Connection Settings Metwork Label: |adminjrimary|
yLaN ID {Optional): | j
Prewview:
irtual Machine Part Group Phyysical Adapters
admin_primary g BB vminicO

Help | < Back | Mext = I Zancel |

7. Enter admin_primary in the Network label field and click the Next button.
The Add Network Wizard — Ready to Complete dialog appears.
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{# Add Network Wizard (=13

Ready to Complete
werify that all nevs and modified virtual switches are configured appropriately.

Conneckion Type

Host nebworking will include the Following new and modified vSwitches:
Metwaork Access

Preswview:
Conneckion Settings
Virtual Machine Part Group Phyysical Adaptars
Sumnmary ! ) .
admin_primary D o BB vminic

Help | < Back | Finish I Zancel |

8. Click the Finish button.

9. Continue with the subnet additions (based on your deployment).

For Duplex and Simplex systems: If you intend to use VMotion/HA then the
network labels used must be unique in your network.

Duplex: Repeat steps 2 - 8 three more times to add the other subnets,
remembering to follow the order in Table 19. The names below are only
examples and are not mandatory.

Subnet Network Label
vmnicO admin_primary
vmnic1 signaling_primary
vmnic2 billing_primary
vmnic3 cross_connect_primary
Table 19 Network Labels Primary Server - Standard Duplex Node 1

Simplex: Repeat steps 2 - 8 three more times to add the other subnets.
Two examples of Network labeling are provided here.

The names below are only examples and are not mandatory. For an
Integrated Simplex Virtual Machine there is no cross-connect switch but the
fourth VMNIC (VMNIC3) must be created.

1. Table 20: Network Labels - Integrated Simplex VM with All Subnets
Shared (1 port) configuration example

2. Table 21: Network Labels - Integrated Simplex VM with Separate Subnets
(3 port) configuration example.
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Subnet Network Label
vmnicO admin_primary
vmnic1 unused1
vmnic2 unused2
vmnic3 unused3
Table 20 Network Labels - Integrated Simplex VM with All Subnets

Shared (1 port) configuration example

Subnet Network Label
vmnicO admin_primary
vmnic1 signaling_primary
vmnic2 billing_primary
vmnic3 unused3
Table 21 Network Labels - Integrated Simplex VM with Separate Subnets

(3 port) configuration example

Simplex: The Virtual Switch preparation for a Simplex OSV is complete.
Please proceed to Section 4.3.6.4, “Preparation of the VMware Guest
Machines - One Physical Server Solution”, on page 357.

e Example:

The following is an example of the completed VMware switch preparation:
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Wirtual Switch: wSwitch Remove... Properties...
Virtual Machine Port Group — -Phyysical &dapters
3 WM Network @ & e B vonic7 100 Full (]
1 wirtual machine(s)
Whketnel Part
L3 Management Metwork, i"

winkd @ 10,236,11,198

Wirtual Switch: wSwitchi Remove... Properties...
Virtual Machine Port Group Physical Adaptets

L admin_primary QD o BB vronico 100 Full £

Wirtual Switch: wSwitchz Remove... Properties...
Virtual Machine Port Group Physical Adaptets

L3 signaling_primary QD o BB vonicl 100 Full L1

Wirtual Switch: wSwitcha Remove... Properties...
Virtual Machine Port Group Physical Adaptets

L3 billing_primary QD o @ vonicz 100 Full L1

Wirtual Switch: wSwitchs Remove... Properties...
Virtual Machine Port Group Physical Adaptets

L3 cross_conneck_primary QD o B vnics 1000 Foll 63

10. Duplex: Repeat the same procedure on the second physical server, naming
the interfaces (for example) as follows:

Subnet Network Label
vmnicO admin_secondary
vmnic1 signaling_secondary
vmnic2 billing_secondary
vmnic3 cross_connect_secondary
Table 22 Network Labels Secondary Server - Standard Duplex VM

deployment Node 2
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4.3.6.3 Preparation of the VMware Virtual Switches: Co-
Located with one Physical Server

Conduct the steps 1- 9 described in Section 4.3.6.2, “Preparation of the VMware
Virtual Switches: Two Physical Servers Setup (Co-Located or Geo-Separated)”,
on page 341 to create the virtual switches for the admin, signaling and billing
subnets.

Attention: The cross-connect virtual switch is not required in a virtual simplex
deployment. To create the simplex deployment virtual switches for the admin,
signaling and billing subnets, refer to Section 4.3.6.2, “Preparation of the VMware
Virtual Switches: Two Physical Servers Setup (Co-Located or Geo-Separated)”,
on page 341, steps 1- 9.

After the simplex virtual switches are prepared users will be directed by a doclink
to Section 4.3.6.4, “Preparation of the VMware Guest Machines - One Physical
Server Solution”, on page 357.

Follow the procedure below for the cross-connect virtual switch:

1. Select the ESXi servers Management IP address and click on the
Configuration tab.

2. Select Networking in the Hardware menu.

3. Click on the “Add Networking...” option located in the top right segment.

F:efre:‘-h Properties...
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The Add Network Wizard - Connection Type window appears:

= Add Network Wizand

Connection Type

MNetwarking hardware can be partitioned ko accommaodate each service that requires conneckivity,

Connection Type
Connection Types

f* yirtual Machine
Add a labeled network to handle virtual machine network, traffic.,
" yMkernel

The ¥Mkernel TCRIIP stack handles traffic For the Following ESXi services: WMware YMotion, iSCSI, NFS,
and host management,

Help | = Back |

Cancel |

A
4. Select the Virtual Machine option for the connection type and click the Next
button.
The Virtual Machines - Network Access dialog appears.
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= &dd Network Wizard

¥irtual Machines - Network Access
Wirtual machines reach netwarks through uplink adapters attached to virkual switches,
Conneckion Type Select which wirtual switch will handle the network traffic For this connection. You may also create a new virtual switch
Network Access using the unclaimed network. adapters listed below,
S
* Create a virtual switch —
[ BB wmnic3 1000 Full Mone
[~ B8 wmnict down Mane
I~ B wnics dowin 10,10.6,145-10.10.6.145
I~ BB wnice dowin 10.10.6.145-10,10,6,145 ]
[~ E@ wusho 0 Half Mane
" Use vSwitchD
I~ B wnic? 100 Ful 10.0.0,1-10,255, 255,254
“
Preswview:
Virtual Machine Part Group Phyysical Adaptars
Wirtual Machine Network Q.B‘No adapters
Help | < Back | Mext = I Zancel |

5. De-select vmnic3 and click on the Next button.
The Add Network Wizard — Connection Settings dialog appears:

= &dd Network Wizand

¥irtual Machines - Connection Settings
IJse netvork labels bo identify migration compatible connections common to bwo or more hosts,

Connection Type Part Group Properties
Metwaork Access
Connection Settings Metwork Label: |cross_connectjrimary|
yLaN ID {Optional): | j
Prewview:
irtual Machine Part Group Phyysical Adapters
cross_conneck_primary QB‘ND adapters

Help | < Back | Mext = I Cancel |

6. Enter cross_connect_primary inthe Network label field and click the
Next button. The Add Network Wizard — Ready to Complete dialog
appears.
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= &dd Network Wizand

Ready to Complete
werify that all nevs and modified virtual switches are configured appropriately.

Connection Type Host nebworking will include the Following new and modified vSwitches:
Metwaork Access -

Conneckion Settings
Virtual Machine Part Group Phyysical Adaptars
Summary Q'B‘

cross_conneck_primary Mo adapters

Help | < Back | Finish I Zancel |

7. Click the Finish button.

The following is an example of the completed virtual switches:

Wirtual Switch: wSwitch Remove... Properties...
Virtual Machine Port Group — -Phyysical &dapters
3 WM Network @ o B vnic? 100 Ful G2
1 wirtual machine(s)
Whketnel Part
L3 Management Metwork, g-q

winkd @ 10,236,11,198

Yirkual Swikch: wSwitchl Remove...  Properties...
Virtual Machine Port Group Physical Adaptets

L admin_primary g B vronicd 100 Full £

Yirkual Switch: vSwitch2 Remove...  Properties...

Virtual Machine Port Group Physical Adaptets
L3 signaling_primary Q-B.... B vronicl 100 Full L1

Wirtual Switch: wSwitcha Remove... Properties...
Virtual Machine Port Group Physical Adaptets
L3 billing_primary g B vronicz 100 Full L1
Wirtual Switch: wSwitchs Remove... Properties...
Virtual Machine Port Group Physical Adaptets
L3 cross_conneck_primary i—B‘ND adapters
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8. Since both the servers will be maintained on the same physical server,
connections for this server on the virtual switches have to be created. In order
to do this continue the configuration as follows:

¢ Click on Properties ... for vSwitch1

¢ The vSwitch1 Properties window appears.

wSwilch1 Properties

Ports | Natwark Adaptsrs |

vawitch Properties

Configuration SUmmEY
7 wSwitch 56 Porks Mumber of Porks: 56
& adin_primary wirtual Machine ..
Drefauk Policies
Security
Pramiscuous Mode: Reject
MAC Address Changes: Accept
Farged Transmits: Accept
Traffic Shaping
Awersos Bandwidth:
Peak Bandwidth:
Burst Size:
Failover and Load Balancing
Load Balancing: Port ID
MNebwork. Failure Detection: Link Stabus oy
Motify Swikches: Yes
Failback: Ves
Active Adapters: wmnicO
Standbny Adapters: Hone
one

Unused Adapters:

9. Click on the Add... button.

The Add Network Wizard - Connection Type window appears:
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(%) Add Network Wizard (=3

Connection Type
Metwiorking hardware can be partitioned to accommodate each service that requires connectivity,

Connection Type
Connection Types

" ¥irtual Machine

Add a labeled network to handle virtual maching network, brafFic,

" ¥Mkernel

The YMkernel TCPYIP stack handles traffic for the Folloving ESxi services: Whware Wiotion, 5231, MF3,
and host management.,

Zancel |

Help | = Back

10. Click on the Next button.

= wdd|Nebwork Wizard

¥irtual Machines - Connection Settings
Use network labels to identify migration compatible connections common to two or more hosts,

Connection Type Poark Group Properties
Connection Settings

Metwork Label; |admin_secnndary|

YLAN ID {Optional): | j

Presview:

Virtual Machine Part Group Physical Adapters
admin_secondary i BB wmnicO

Virtual Machine Part Graup
admin_primary &

Help | < Back | Mexk = I Cancel |

11. Enter admin_secondary in the Network label field and click the Next
button. The Add Network Wizard — Ready to Complete dialog appears.
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! Add Network Wizard 9[=]E3

Ready to Complete
Werify that all new and modified virtual switches are configured appropriately.

w Host metwarking will include the Following new and modified vSwikches:
Conneckion Settings Erenizm
Summary
irtual Machine Part Group Phyysical Adapters
admin_secondary g BB vminicO
Virtual Machine Part Group
admin_primary &

Help | < Back | Finish I Cancel |

12. Click the Finish button. The vSwtch1 Properties window appears
containing the new connection.

[ vSwitch Properties

Parts ]Network Adapters I

wSwitch Properties

Configuration Surnrnary
£t vswitch 56 Ports Mumber of Ports: 36
g admin_primary ‘Wirtual Machine ...
g admin_secondary ‘Wirtual Machine ... Default Policies
Security
Promiscuous Mode: Reject
MAC Address Changes: Accept
Forged Transmits: Accept

Traffic Shaping
Average Bandwidth: -
Peak Bandwidth: -
Burst Size: =

Failover and Load Balancing

Load Balancing: Part ID
Metwaork Failure Detection: Link Status only
Motify Switches: Yes

Failback: Yes

Active Adapters: wrnnicl
Standby Adapters: Mone

Unused Adapters: Mone

Edit...

Close Help

13. Click the Close button.

14. Repeat the procedure for the remaining Virtual Switches, in turn creating:
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* signaling_secondary

e billing_secondary

* cross_connect_secondary

15. In the end your configuration should look like the following:

Wirkual Switch: wSwitchi

Virtual Machine Port Group
L3 WM Metwork,

1 wirtual machine(s)

Whketnel Part
L3 Management Metwork,

winkd @ 10,236,11,198

Wirkual Switch: wSwitchil

Virtual Machine Port Group
L3 admin_primary

Virtual Machine Port Group
L3 admin_secondary

Wirkual Switch: wSwitchz

Virtual Machine Port Group
L3 signaling_primary

Virtual Machine Port Group
[ signaling_secondary

Wirkual Switch: wSwitch3

Virtual Machine Port Group
L3 billing_primary

Virtual Machine Port Group
L3 billing_secondary

Wirkual Switch: wSwitchd

Virtual Machine Port Group
L3 cross_conneck_primary

Virtual Machine Port Group
L3 cross_conneck_secondary

356

Remove...

— -Phyysical &dapters

g o EF vmnic?

Remove...

'

Physical Adaptets
ﬁ— E& vronicO

i@

Remove...

Physical Adaptets
gﬁ— E& vrnicl

Remove...

Physical Adaptets

g E& vronic2
X

e
ot

Remove...

Physical Adaptets
Mo adapters

Properties...

100 Full =

Properties...

100 Full =

Properties...

100 Full =

Properties...

100 Full =

Properties...
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4.3.6.4 Preparation of the VMware Guest Machines - One
Physical Server Solution

Note: These instructions apply to Duplex and Integrated Simplex OSV VM Guest
preparation. Some of the steps have different headings like "Duplex:" and
"Simplex:" depending on the VM system being prepared. Choose the selections
listed for your VM deployment.

Attention: The following values are presented as examples only. The values may
require adjustment based on a site’s particular installation environment.
Document OpenScape Solution Set V9 Virtual Machine Resourcing and
Configuration Guide lists the configuration parameters needed to configure each
OpenScape Voice node.

Attention: Mandatory settings for these steps in this section.
- The virtual disk drive should be set to SCSI 0:0 in step 12.
- The CD/DVD Virtual Device Node should be set to IDE (0:0) in step 15.

Attention: Default values should be used during the configuration process
unless specified otherwise. Using other than the default values may result in
unexpected behavior.

The Create New Virtual Machine wizard will be used to configure the virtualized
OSV installations. This procedure assumes that the Datacenter and Cluster are
already configured.

Select your Cluster (the cluster element is with in the red border in the following
figure.)
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< LOADGENERATORS - vSphere Client
Fle Edit VYew Inventory Administration Pug-ins Help

ﬁ Ej ﬁ Home b g Inventory b B Hosts and Clusters
B & & 3
|= 3 LOADGENERATOR4

= i bocastvm

(fhy [bocastvn
| 10.235.34.27
[ 10.235.34.29

ﬁ 10.235.34.9

bocastym

What is a Cluster?

Access the Create New Virtual Machine wizard from the vSphere Client menu
after selecting your Cluster by one of two methods:

* Right click the cluster icon and select "New Virtual Machine™

¢ Or from the vSphere Client Toolbar, select File > New - Virtual Machine

Note: These steps will be repeated for the creation of the second node as well.
The first time through the procedure, conduct the steps indicated as "step 1"
wherever specified. When conducting the steps the second time around for Node
2, follow the steps indicated as "step 2" wherever specified.

Starting from the initial Create New Virtual Machine Wizard screen the following
are the steps to configure the system:
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1. Configuration: Select Custom configuration, then select Next.

(! Create New Virtual Machine :”El[gl

Configuration
Select the configuration For the virtual machine

Configuration Configuration

" Typical

Create a new virtual machine with the most commaon devices and configuration options.

o iC

Create a wirtual machine with additional devices ar specific configuration options.

Help | = Back | Mext = I Cancel |

A

2. Name and Location: Enter the name for the new virtual machine
a) step 1: Enter Nodel, then select Next.

b) step 2: Enter Node2, then select Next.

Note: “Node1” or “Node2” are user defined names.

3. Datastore: Select a data store with sufficient data size for the machine (see:
Section 4.3.1, “Virtualization — Overview”, on page 321). After selecting the
datastore size, select Next.
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4. Virtual Machine Version: Select virtual machine version 8, then select Next.

5. Guest Operating System: Select Linux and version Novell SUSE Linux
Enterprise 11 (64 bit). The OpenScape Voice Image is built with SLES 12
(64 bit). Select Next.

Note: Settings are based on values from the document OpenScape Solution Set
V9 Virtual Machine Resourcing and Configuration Guide, Virtual Machine
Computer (minimum) Requirements for OpenScape Voice with OpenScape UC
Suite for this release. Any questions should be addressed to your next level of
support.

Note: For OpenScape Voice itis recommended to use SLES 12. For compatibility
with VM Hardware Version, follow the link https://kb.vmware.com/kb/2007240.
For OSV compatibility with ESXi please check chapter Support VMware
vSphere Versions in the OpenScape Solution Set V9 Virtual Machine
Resourcing and Configuration Guide.

6. CPUs: Enter 4 for the number of virtual processors, then select Next.
(Example below is for Version 8.)
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CPUs
Select the number of wirkual CPUs For the virtual machine.

Configuration

Mame and Location Mumber of virtual sockets: z -
Storage

‘irtual Machine Yersion tumber of cores per virtual socket: _ -
Guest Cperating Swstem
CPUs Total number of cores: 4

The number of wirtual CPUs that vou can add ko a Wi
depends on the number of CPUs on the host and the
number of CPUs supported by the guest 05,

The wirtual CPU configuration specified on this page
might wiolate the license of the guest 05,

Click Help For information on the number of
processors supporked For various guest operating
syskems.

Note: A 4 vCPU VM is configured with 2 virtual sockets and 2 cores per virtual
socket, while an 8 vCPU VM is configured with 2 virtual sockets and 4 cores per
virtual socket.

Note: Licensing for VMware is the responsibility of the customer.

7. Memory: Set the memory size to 9 GB for a virtual Duplex deployment or 10
GB for a virtual Integrated Simplex deployment, then select Next.

8. Network choices:

Duplex: Select 4 Network adapters (NICs). Select the following choices from
the NIC drop down lists as indicated below;

a) step1
— NIC1 —admin_primary

— NIC2 - signaling_primary

— NIC3 - billing_primary

— NIC4 — cross_connect_primary
b) step 2

— NIC1 — admin_secondary

— NIC2 - signaling_ secondary
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— NIC3 - billing_secondary

— NIC4 — cross_connect_secondary

Simplex: For an Integrated Simplex Virtual Machine there is no cross
connect switch but the four NICs must be created. Examples of a one port and
three port simplex virtual machine mapping are provided.

Integrated Simplex VM with All Subnets Shared (1 port) configuration
example:

— NIC1 - admin_primary
— NIC2 - unused2
— NIC3 - unused2

— NIC4 - unused3

Integrated Simplex VM with Separate Subnets (3 port) configuration
example:

— NIC1 - admin_primary

— NIC2 - signaling_primary
— NIC3 - billing_primary

— NIC4 - unused3
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9. The order of the Network adapter to Network label is important and must
match the order shown in the screenshot below for all VMware installations.
After verifying the NIC configuration select Next.

Duplex:

Create Network Connections

How many NICs do you want ko connect? E4 T|

Network

NIC 1: |a.dmin _primary_bocastvm2n1

NIC 2: |signaling_primary_bstvm2n1

=l
=l
NIC 3: [biling_primary_bstvm2n1 |
~

NIC 4: ";:-:unne-:t _primary_bstym2n1
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Simplex VM with Separate Subnets (3 port) configuration example:

Note: A 'not used' VMNIC ports should be labeled as such. For example, a
Simplex VM with the All Subnets shared (1 port) configuration could label
NIC2 'unused1' (VMNIC1), NIC3 'unused2' (VMNIC3) and NIC4 'unused3'
(VMNICS3).

Creats Nebwosk Connections

oy many NICs do you want bo cormect 7 [__...i
Mabvwork,

HIC 1: _l:‘illln_pl imnary - |

MIC 2! sigmaliing_pr ey -]

HIC 3 biliing_prinmary - |

HIC 4 junuseds -

10. SCSI Controller: use defaults, select Next.
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11. Select a Disk: Select Create a new virtual disk. Select Next. The Create a
Disk window appears:

(% Create New Virtual Machine

Create a Disk Virtual Machine Yersion: 7
Specify the virtusl disk size and provisioning policy

Confiquration Capacity

Name and Location

Datastore Disk Size: E 140 3. GB -
Virtual Machine Version

Guest Operating System Disk Provisioning
CPUs

I Allocate and commit space on demand (Thin Provisioning)

Network ™ Support clustering Features such as Faulk Tolerance
SCSI Controller
Select a Dick

Locati
Create a Disk e

% Store with the virtual machine
" Specify a datastore:

I e |

Help I < Back | Next > I Cancel |

¢ Create a Disk: For the Capacity parameter select a Disk Size of 140 GB

* Use the default selections for the remaining choices.
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12. Select Next. The Advanced Options window appears.

@ Create New: Yirtual Machine

Advanced Options

These advanced options do not usually need to be changed.

Configuration
Marne and Location

Datastare
Yirtual Machine Yersion
Guest Operating Syskern

CPUs

Meraty

Metwork

SC5L Controller
Select & Disk,

Create a Disk
Advanced Options

Yirtual Machine Yersion: 7

specify the advanced options for this virtual disk. These options do not normally need
to be changed.

Yirtual Device Node

f+ SiCSI(0:0)
| =

Mode

[ Independent
Independent disks are not affected by snapshats,
~

Changes are immediately and permanently writken to the disk,

~

Changes to this disk are discarded when wou power off ar revert ko the
snapshot,

Help |

= Back | Mext = I Cancel |

A

Note: The Virtual disk mode setting "Independent” disallows the
creation of Snapshots of a virtual machine. For a customer
environment, it is recommended the Mode settings are NOT selected.
This is the default configuration.

Mode Independent Persistent will leave changes permanently written to disk.

Mode Independent Non-persistent writes data to disk but the data will be
eliminated on restart (good for a training or demo environment).

e Advanced Options: use the default values.
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13. Select Next. The Ready to Complete window appears.

Create New Virtual Machine

Ready to Complete Wirtual Machine Version: 7
Click Finish to start a task that will create the new virtual machine
i Settings for the new virtual machine:
hame and Location
Datastore Narn}a: : :\lgdjl e ~
\ i o Hast[Cluster: lab. dev. global-intra.net
w . Datastore: Nodel_Datastore
jerating System Guest 05: Suse Linux Enterprise 10 (G4-bit)
CPUs: 4
Memory: 4096 Mg
NICs: 4
MIC 1 Network: admin_primary
MIC 1 Type: E1000
MIC 2 Network: signaling_primary
NIC Z Type: EL1000
MIC 3 Network: billing_primary
MNIC 3 Type: EL1000
MIC 4 Network: cross_connect_primary
NIC 4 Type: EL1000
SCSI Controller: LSI Logic Parallel
Create disk: New virtual disk
Disk capacity: 50 GB
Datastore: Nodel _Datastore ~
¥ [Edk the virtual machine setfings before completiort
/4, Creation of the virtual machine {YM) does not include automatic installation of the guest operating
system, Install a quest OS on the YM after creating the YM.
Help < Back | Continue I Cancel I
A

¢ Ready to Complete: The configuration summary of the new virtual

machine is displayed.

¢ Check the “Edit the virtual machine settings before completion” checkbox

as shown.
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14. Select Continue. The Virtual Machine Properties window appears.

irtual Machine - Virtual Machine Properties

|Optinns | Resources |
Memory Configuration
™ Show all Devices Add...
255 GB Memory Size: {ﬁ I@
Hardware Summary e
- = B Maximum recommended For this
Memory {adding) 4096 MB < guest OS: 255 GB.
[d cPUs (adding) 4 64 GBH
N ~ _ Maximum recommended for best
@ Yideo card (adding) Video card e 4 performance: 20468 MB.
S VYMCI device (addx-ng) R?St"(tgd_ la Default recommended for this
% New CD/DYD {adding) Client Device 16 GBH <l guest OS: 512 MB.
& New Floppy (adding) Client Device Minimum recommended For this
() New SCSI Controller {(add...  LSI Logic Parallel cacin <l guest OS: 256 MB.
BB New NIC (adding) admin_primary_boc... 4GB
ES New NIC {adding) signaling_primary_b...
BB New NIC (adding) billing_primary_bst... 2GBH
EE) New NIC {adding) nconnect_primary_b... e
&2 New Hard Disk {adding) Virtual Disk ]
S12 MBH<
256 MB—
128 MBH
64 MB
32 MB H
16 MB
8 MBH
4 Mg
Help Finish Cancel |

Select the Hardware tab.

In the Hardware tab, select New CD/DVD

— Select Datastore ISO File and browse to the previously downloaded
OpenScape Voice ISO image to be installed.

— Select the Connect at power on checkbox under Device Status.

— Change the Virtual Device Node to IDE (0:0)

15. Starting in V7, Virtual Machines will use the 'Advanced Locking Identification’

(ALI) concept for licensing. Note that more information regarding the ALI can
be found in Section J.2, “Virtual OSV Server”. There is a link back to this page
at the end of Appendix J.
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16. Select the Options tab.

=% scrap - Virtual Machine Properties

Hardware Options | Resources | wirtual Machine Version: 7
Settings Summary I Power On Boot Delay
General thlom sc_raD whenever the virtual machine is powered on or reset, m
wApp Options Disabled delay the boot For the Following number of miliseconds: g =
¥Mware Tools Shut Down
Power Management Suspend Force BIOS Setup
Advanced
General Mormal ~ The next time the virtual machine boots, Force entry into the
CPUID Mask Expose Nx Flagts ... BIOS setup screen.
MermoryCPU Hotplug Disabled|Disabled Failed Boot Recovery
Boot Options Delay 0 ms |
r : > - : :
Fibire' Chaanal NPTV Nors when the virtual machine Fails to find boot device,
CPUMMU Virtualization Autornatic automaticaly retry boot after | 5 seconds
Swapfile Location Use default settings 7
Help OK Cancel 1

Z

* In the Options tab select Boot Options.
¢ Set Power-on Boot Delay to 5000
¢ Check the Force BIOS Setup checkbox
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17. Select the Resources tab.

¢ In the Resources tab select CPU.

Note: Settings are based on values from the document OpenScape Solution
Set V9 Virtual Machine Resourcing and Configuration Guide, Virtual Machine
Computer (minimum) Requirements for OpenScape Voice with OpenScape
UC Suite for this release. Any questions should be addressed to your next
level of support.

18. In the Resources tab, select Memory.

Note: Settings are based on values from the document OpenScape Solution
Set V9 Virtual Machine Resourcing and Configuration Guide, Virtual Machine
Computer (minimum) Requirements for OpenScape Voice with OpenScape
UC Suite for this release. Any questions should be addressed to your next
level of support.
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19. Click Finish to create the new VM. VMs will appear on the left hand side of
the vSphere Client dialog, e.g., Node 1.

% 1002361113 - v&phere Clirnt

File Edk “ew Inventary Administration Pug-ins Halp

@ ¢y Home b g Imwentors b [l Inventary
D 5@ GRS

= B 1023611198

1 [Node1]

1 Sarity ESri Image 1

MNadel

zetting Startad X

S immar

What is a virtuzal Mach

Axirtual maching is a8 5o
physical computer, mins
applicatons. An operatr
machine is called a gues

Bercause every WImal m:
Environmert, you can us

il ek e s e

20. For Duplex Virtual Machines, repeat the steps of Sect. 4.3.6.4 following "step
2 on page 359" wherever specified in order to create the Node2 VM.

This completes the VMware Guest preparation for an Integrated Simplex VM.

If you plan to use an ISO for the installation node.cfg please review Section
4.3.6.6, “Adding a CD/DVD Drive to the Virtual Machine”, on page 373 (if
you have not already done so). After reviewing Sect. 4.3.6.6 proceed to
Section 4.3.6.7, “Loading the Image on the VMware Guest Machine”, on
page 379.

4.3.6.5 Preparation of the VMware Guest Machines - Two
Physical Server Solution

In order to save space and not repeat the equivalent steps from Section 4.3.6.4,
“Preparation of the VMware Guest Machines - One Physical Server Solution”,
setup we will only specify the differences, that must be conducted in order to
create the 2 Physical Server Solutions VM nodes, here.
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The first time through Section 4.3.6.4, you will create Node1 and second time
through, Node2 will be created. Please follow the step specified as “step 1”

wherever indicated first time through and the step specified as “step 2” second
time through the procedure.

Attention: Your settings should be based on values from the document

OpenScape Solution Set V9 Virtual Machine Resourcing and Configuration
Guide,

Any questions should be addressed to your next level of support.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide



9 10.235.16.3 - vSphere Client

Installing the OpenScape Voice Reference Image
Virtualization Environment Setup

4.3.6.6 Adding a CD/DVD Drive to the Virtual Machine

This section can be employed to make a node.cfg ISO file available on a virtual
CD/DVD device. Section 4.3.6.4, “Preparation of the VMware Guest Machines -
One Physical Server Solution”, step 14 on page 368, provides instruction to add
a virtual CD/DVD device for the OpenScape Voice iso file. If you are following the
Installation and Upgrades Guide, Section 4.3.6.4, “Preparation of the VMware

Guest Machines - One Physical Server Solution”, step 14 on page 368 should
already be complete.

Attention: The VM OSV node must be powered down. This procedure must
be completed on both nodes of a duplex system.

1. Access the vSphere client.

- @ 10.235.16.3
G | Fsc201

Recent Tasks

Ele Edit VYiew Inventory Administration Plug-ins Help

a E ¢ Home b gF] Inventory b Fl Inventory
n b & B Re @

fsc201

g Started | Summary - QEERENEERIRIEN . Performance - Events | Console | Permissions

CPU Memory
Host CPU Host Memory
0 MHz 8378 MHz 0ME 6505 ME
E ! E !
= Consumed 0 MHz = Consumed amMB
Guest Memory
0 ME G144 MB
; |
B Active amMB
Resource Settings Resource Settings
¥ Reservakion 0 MHz Shares High {3000} ¥ Reservakion aMB Shares Mormal {61440)
T Liniit Unlimired “ Liniit Unlimired Cverhead
anfigured 6.00 B Reservation 361.00 MB
Help # Edit Help # Edit

& Tasks

x
Marne: Tatget Status Details Initiated by Requested Start Ti... = | Start Time Completed Time:
@ Power OFF virtual mach... (1 Fscz0i & Completed root 9f16/2010 5:14:21 PM 9/16/2010 5:14:21 PM 9/16/2010 5:14:25 PM
@ Power Onvirtuslmach... ({1 Fscz0i & Completed root 9f16/2010 5:13:17 PM 9/16/2010 5:13:17 PM 9/16/2010 5:13:19 PM
@ Power OFF virtual mach... (1 Fscz0i & Completed root 9f16/2010 5:13:07 PM 9/16/2010 5:13:07 PM 9/16/2010 5:13:11 PM

Host connection lost  J[Gl( ﬁ
e Select the appropriate node.

e Select the Resource Allocation tab.
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* Select Edit in the CPU (or Memory) window.

2. The Virtual Machine Properties window is displayed, select the Add button.

New Virtual Machine - Virtual Machine Properties

ptions | Resources | Virtual Machine Yersion: 7
- Memory Configuration
Show All Devices Add...
255G Memory Size: 1= [ee ~
Hardware Summary o
B Maximum recommended For this
M Memory _ 4096M8 4 guest OS: 255 GB.
d cpus + 64 GBH .
B vid 4 vid 4 Maximum recommended For best
Video car ce can 22 Gl < performance: 20468 MB.
S YMCI device Restrn:t_ed la Default recommended for this
@ S¢Sl controller 0 LSI Logic Parallel 16 Bl < guest OS: 512 MB.
= Harddisk1 Virtual Disk Minimum recommended For this
@5 <D/oVD Drive 1 Client Device Lisd m <l guest OS: 256 MB.
Ef Network adapter 1 admin_primary_bocast... sl
E® Network adapter 2 signaling_primary_bst...
BB Network adapter 3 billing_primary_bstvmz2... 2GBH
B8 Network adapter 4 xconnect_primary_bst. .. e
& Floppy drive 1 Client Device i
S12 MB
256 MB[—]
128 MBH
64 MB
32 MB [+
16 MB
8 MB
4 M
Help OK Cancel |

3. The Add Hardware Device Type window is presented.

= Add Hardware

X

Device Type
‘What sort of device do you wish to add to your virtual machine?

Device Type N Choose the type of device you wish to add.
[ serial Port Information
& Parallel Port This device can be added to this ¥Yirtual Machine,

Ethernet Adapter
R, SCS1 Device
Help < Back | | Next > I Cancel I
|

On the Add Hardware Device Type window select/highlight CD/DVD Drive.

374
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4. Select the Next button.
The Add Hardware CD/DVD Media Type window is presented;

& Add Hardware X

CD/D¥D Media Type
‘What media should the virtual drive access?
Device Type Select the type of media that the virtual drive will access.
Select CD/DYD Media
CD/OVD
" Use physical drive
Choose this option to give the guest operating system access to a
CDJDVD drive on the client or host.
' Use ISO image
Choose this option to use an IS0 image file as the DVD or CD-ROM
media,
Help <Back | | Next > I Cancel I
/ﬂ

Select the Use ISO image radio button.

5. Select the Next button. The Add Hardware Select ISO Image window is

presented,;

(% Add Hardware @

Select IS0 Image
What 150 image file do you want the CDJOVD device to use?
Device Type Select the 150 image file that the virtual COJOVD drive will use.
Select COJOVD Media
Select 150 Image 150 Image
: [[da‘tasturel] imagesfCD_N1.150 Browse. ..
Device Status
[ Connect at power on
Help < Back | | Next > I Cancel I
Y
¢ Browse to and select the appropriate ISO image for this activity.
e Do NOT select the “Connect at power on” radio button.
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6. Select the Next button. The Add Hardware Specify Advanced Options
window is presented;

= Aidd Hardware @
These advanced options do not usually need to be changed.
Specify Advanced Options
Device Type Virtual Device Node
Eryeerm—
Select 15O Image [DE (D:1) -
Advanced Options
Help ZBack | | Next > I Cancel I
A

The expected value of “Virtual Device Node” is IDE (0:1). Typically this is the
default value.

7. Select the Next button. The Add Hardware Ready to Complete window is
presented;
Ready to Complete
Review the selected options and click Finish to add the hardware.
Device :I'gge _ Options:
Select COJOVD Media
Select 15O Image Hardware Type: CDJDVD Drive
Advanced Options Drive connection: Use IS0 image
Ready to Complete ié::g:tg:t o on: [Ncgata-storel] images/CD_N1.150
Yirtual Device Node: I IDE (0:1)
Help < Back | | Finish I Cancel I
Z
* Verify the options settings are listed correctly. Refer to the snapshot
above.
* If any options are different than those presented here, use the Back
button to update that option accordingly and then return to this page. Itis
a good practice to verify the options once more (the best check is a
double check).
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8. After verifying the options are correct, select the Finish button. The Virtual
Machine Properties window is presented. The ‘new’ CD/DVD should now be
present in the Hardware list.

Select the OK button.

= New Virtual Machine - Virtual Machine Properties

Hardware IOptions | Resources i virtual Machine Version: 7
Device Status
™ Show al Devices Add... Remaove I
Hardware Summary [™ Connect at power on
Memory 4096 MB TR
I cpus 4 -
video card Videa card
= YMCI device Restricted
@ S5CsI controller 0 LSI Logic Parallel
&2 Harddisk 1 Virtual Disk
% CDJDVYD Drive 1 Client Device -~
BB Network adapter 1 admin_primary_bocast...
B3 Network adapter 2 signaling_primary_bst... I —!
BB WNetwork adapter 3 billing_primary_bstvm2... Pl
BB Network adapter 4 xconnect_primary_bst...
é Floppy drive 1 Client Device I
25 New CD/DVD (adding) [bocast_D53200_da...
Mode
s
=
Virtual Device Node
& =l
Help OK Cancel
—
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9. Ifyou return to the vSphere top level and select Edit in the CPU (or Memory)
window, the Virtual Machine properties are displayed as:

% New ¥irtual Machine - Virtual Machine Properties

Iopt;gns ! Resources l virtual Machine Version: 7
Memory Configuration
I Show All Devices Add...
255 GB - Memory Size: [—73 r@
Hardware Summary oer
@8 temory 4096 M6 L e
i crus 4 64 GBI .
E vid " vid ” Maximum recommended for best
D Can e Can 22 Gl A  performance: 20468 MB.
2 WML device Restrlct.ed la Default recommended for this
e SCSI controller O LSI Logic Parallel 16 GBH <1 guest OS: 512 MB.
S Harddisk1 Virtual Disk Minimum recommended For this
@y cojovD Drive 2 Client Device 8 B ] < guest OS: 256 MB.
B85 Network adapter 1 admin_primary_bacast, .. 4GB
BB Network adapter 2 signaling_primary _bst...
BB Network adapter 3 billing_primary_bstvmz2... 2GBH
B8 Network adapter 4 xconnect_primary_bst... i
é Floppy drive 1 Client Device ]
25 <D/ovD Drive 1 [bocast_DS3200_datas... 512 MBHH4
256 MB 1
128 MBH
64 MB
32 MB [+
16 MB |4
B8 MB H
4MBY
Help OK Cancel |

Attention: This procedure must be completed on both nodes of a duplex
system.

Note: This link will take you to: step d on page 858 in Section N.2, “Adding a CD/
DVD drive to an in-service OSV cluster node (or nodes)”.

Note: This link will take you to: Section N.3, “Making the OSV Image and
Installation ISO files available from CD/DVD drives during a VM Upgrade/
Migration”, on page 860.
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4.3.6.7 Loading the Image on the VMware Guest Machine

Follow the instructions described in Section 4.2.3.3, “Virtual systems via Virtual
CD/DVD”
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4.3.7 Virtual Machine Post Installation Best Practices

4.3.7.1 Increasing Node Boot-Up Speed

After the installation completes, several steps can be taken to speed up the Node
Boot-Up time if the servers were ever rebooted.

1. Disconnect the CD/DVD device and prevent it from connecting during boot.

a) Firstclick the nodes Edit Virtual Machine Settings and select the CD/DVD
Drive where the Image ISO was connected.

b) Uncheck the Connected and Connect at power on checkboxes inside
device status.

i Sanity-VMColoc -Moded - Vintual Machine Properties

Hardware | Options | Resowrces |

£y CD/DVD Drive 1 (edited)

[ Showe &ll Devices Add..

Hardware Summary

Wl Memory #1592 ME

I crus 4

[;| Yideo card Video card

= YMCI device Reskricked

& Floppy drive 1 [Model _Dataskore] ima. ..

[Mode1_Datastore] ... |

irtual Machine Yersion: 7

Evice Status
[~ Connected

Device Type

™ Clent Device

EE  Metwork adapter 1 admin_primary  Host Deyice
BB Network adapter 2 signaing_primary
BB network adapter 3 Cross_cannect_primary | J
EE  Metveark adapter 4 billing_primary & Datastore 150 Fie
& scsIconiroller 0 LST Logic Paralel
O Harddski Virtual Disk [Mode1_Datastere] imagesfvd_R1.28  Browse. .
-WMode
P
e
Yirtual Device Mode
@ . |
Help (274 | Cancel

2. Select the Options tab.

a) Select Advanced, Boot Options.

b) Setthe Power-on Boot Delay time value to 1000.

3. Click the OK button.

4. Repeat steps 1 through 3 on the other node.
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5. Onthe OpenScape Voice Installation Checklist, in Section 2.2.4, “OpenScape
Voice Installation Checklist”, on page 28, initial step 8 on page 30 and
proceed to step 9 on page 31. Perform the tasks required for your installation
environment.

4.4 Post Software Installation Activities

Note: The following activities should have been addressed by following Table 1,
"OpenScape Voice Installation Checklist". It is a good practice to review
Section 4.4 to ensure your installation is complete.

Note: It is recommended that any USB drive(s) used during an OpenScape Voice
Installation procedure be removed from the server(s) at this time.

4.4.1 Profiles of Users root and srx

The active login profiles for users root and srx should not be modified. The
OSV has functionality to protect the OSV login profiles for those two users from
unauthorized changes. This is because alteration of these profiles typically
causes issues to components that automatically login to the OSV nodes in order
to perform various actions (e.g. NCPE/EZ-IP, Assistant etc).

There have been cases where a customer has modified the root or srx active
login profiles to either gather or display system information during user login. The
modification caused problems to components that login automatically as
mentioned above. It should be noted that users root and srx are intended for OSV
specific activities only; any user-initiated activities are to be done via the sysad
user.

Attention: Root access is disabled for remote access by default.

The Pluggable Authentication Module (PAM) now compares the active login
profile with the default login profile for user root or srx upon login. In case of a
mismatch, the active login profile is overwritten with the default login profile. The
PAM module also generates a major alarm followed by a matching clear alarm.

The active login profile files that are checked by the PAM module are the
following:
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. /root/.profile

. /unisphere/srx3000/srx/.profile
. /unisphere/srx3000/srx/.kshrc

. /unisphere/srx3000/srx/.myrc

IS O IN NOI

4.4.2 Verify Remote Access for srx Account in a
Standard Duplex

Attention: This section only applies to a standard duplex OSV system.

On each node of a duplex OpenScape Voice system, edit the
/etc/security/access.conf

file to permit access by the CMP as user srx.

For example, in the access.conf file, change this:

-:sr:ALL EXCEPT LOCAL <list of exception IP addresses which should be
the nodes, the console, and ttys>

To this:

-:srx:ALL EXCEPT LOCAL<FQDN of external (offboard) CMP > <IP
address of external (offboard) CMP and <list of original exception IP
addresses which should be the nodes, the console, and ttys>

For example:

-:isrx:ALL EXCEPT LOCAL Ast247.site 10.235.200.247 bocastressi1a
bocastress1a_cip0 srxl70a_cip0 bocastress1b bocastress1b_cip0
srxI70b_cip0 console localhost tty1 tty2 tty3 tty4 tty5 tty6 clusternode1-priv
clusternode2-priv

To obtain the IP address of the CMP, execute the following command from the
OSV node:

# grep -1 superuserip /etc/hig8000/node.cfg

To obtain the FQDN of the CMP, execute the following command from the OSV
node:

# nslookup <ip_address_of_CMP>

If the command above does not return an FQDN string for the CMP, then check
with your network administrator. The network administrator can run the following
command on the offboard CMP server to obtain the FQDN used during the CMP
installation:

# cat /etc/hosts
An example of a truncated output:
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££02::1 ipv6-allnodes

££02::2 ipv6-allrouters
£f£02::3 ipv6-allhosts

10.235.200.247 Ast247.site Ast247

You must ensure that there is an entry in each node's /etc/hosts file that maps the
CMP FQDN to the CMP IP address. In the following example, the CMP FQDN is
cmp49.unify.stlab.com:

TR

# Please add new hosts under this line#

TR AR
165.218.177.242 cmp49.unify.stlab.com cmp49

If there is no entry for the CMP under the banner, add the CMP IP address and
FQDN as the last line under the banner of the /etc/hosts file of each node.

With this configuration, the OSV will permit an external (offooard) CMP to connect
to the OSV nodes using the CMP FQDN or IP address.

Note: Follow this link to return to Section 2.6, “Creating a Node.cfg File”, step
Section 2.6.4.2, “Assistant/CMP”, on page 60.

Note: Follow this link to return to Section 5.2.6.7, “Remote Access for srx
Account”, on page 451.

Note: Follow this link to return to Section 8.4.8, “Verify Presence of IP Address
and FQDN of External CMP”, on page 584.

Note: Follow this link to return to Section 9.2, “Create the Node.cfg for the Target
System”, step 3 "From the NCPE GUI:" substep f on page 669.

Note: Follow this link to return to Section 9.9, “Create the Node.cfg for the Target
System (Source system = Low Cost)”, on page 678, step 3 on page 680.
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4.4.3 Changing the User ID and Password for the IMM/
iIRMC Account

Starting in V7, the password of the maintenance controller is no longer listed in
clear text. Because of this security enhancement the steps to update the
maintenance controller user ID and password have changed. It is recommended
the steps of this procedure be followed to change the User ID and Password for
the IMM/IRMC Account.

Change the default user ID (USERID) and password (PASSWORD, the "0"
character is the number zero) for the IMM (IBM x3550 M3/M4) or iRMC (FTS
RX200 S6/S7) account as detailed below in steps 1 through 6.

Please review this section in its entirety before performing the procedure. After
updating the IMM/iRMC user ID and/or password be sure to execute step 6 (to
verify the shutdown agent functionality).

Note: Please note that the Virtual OSV has no maintenance controller interfaces
(RSA, IMM, iRMC, VMK).

1. Log in as user root.

2. The sa_ipmi.cfg file will be read to update the maintenance controller user ID.
Edit the sa_ipmi configuration file (/etc/opt/SMAW/SMAWhaext/sa_ipmi.cfg)
to update the default user ID. Change only the user ID. The password will be
updated in a following step. It is recommended these user ID guidelines be
followed;

¢ The user ID should contain a minimum of 5 alphanumeric characters.
e The user ID can contain a maximum of 15 alphanumeric characters.
¢ The following words should NOT be user IDs:

immroot

— nobody
— lIdap

— lighttpd

— sshd

— daemon
— immftp

The following example shows the sa_ipmi.cfg file default user ID (USERID)
BEFORE the update:

A31003-H8090-J100-55-7631, 08/2024
384 OpenScape Voice V9, Installation Guide



Installing the OpenScape Voice Reference Image
Post Software Installation Activities

# cat /etc/opt/sMAW/SMAWhaext/sa ipmi.cfg
TestLocalStatus
encryptedPassword true

useCycle

retryPonCnt 2
f5c201 10.235.16.20:USERTD:DUMMY cycle

fsc202 10.235.16.21:USERTD:DUMMY cycle
root@fsc201:[/log] #124
#

The following example shows the sa_ipmi.cfg file AFTER the user ID was
updated to NEWUSER:

# cat /etcjopt/SMAW/SMAWhaext/sa_ipmi‘cfg
TestLocalStatus

encryptedPassword true

usecCycle

retryPonCnt 2

fsc201 10.235.16.20:NEWUSER:DUMMY cycle
fsc202 10.235.16.21:NEWUSER: DUMMY cycle
root@fsc201l: [~] 88

#

Attention: Be sure to edit the sa_ipmi.cfg file on both nodes in a redundant
system.

Attention: In the next step the maintenance controller password is updated.
The password information should be updated for each node entry in the
sa_ipmi.cfg file. Be sure to update the password information on both
nodes in a redundant system.

3. Update the maintenance controller password. It is recommended these
password guidelines be followed;

* Apassword should contain a minimum of 5 characters, one of which must
be a nonalphabetic character.

* A password can contain a maximum of 15 characters, one of which must
be a nonalphabetic character.

¢ A password should NOT contain the following characters;

> (greater than sign)

< (less than sign)

(double quote)
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— | (forward slash)

— ¥ (Yen sign)

- = (equals sign)

— | (exclamation point)
— ? (Question mark)

— ; (semicolon)

- , (comma)

& (ampersand)

The syntax of the command to update the maintenance controller password
follows;

# echo '<new_password>’ | /opt/SMAW/SMAWhaext/bin/saCrypt -w
<node_name>

In the following example the maintenance controller password is updated to
NEWPSWD. It is necessary to update the password for each node entry of
the sa_ipmi.cfg file (fsc201 and fsc202).

# echo 'NEWPSW1' | /opt/SMAW/SMAWhaext/bin/saCrypt -w fsc201
# echo 'NEWPSW2' | /opt/SMAW/SMAWhaext/bin/saCrypt -w fsc202

Attention: Be sure to update the password information on both nodes in a
redundant system.

4. The user ID and password changes are updated to the maintenance
controller with the rsaConfig tool. It is recommended the following syntax be
used (the -v option provides a verbose output);

# /unisphere/srx3000/callp/bin/rsaConfig -v

Attention: Be sure to execute the command on both nodes in a redundant
system.
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a) Example log from an FTS RX200 S7 server:

# /unizphere/srx3000/gallp/bin/rsaConfig —v
Host neawe for this node is: fscZ0l

hardware platform i=s REZ0037

Retrieving rza conficuration for node 1
rsa_enabled = 'YES!

Found IPHI parcancters for this node

IP address from S ipwmi = 10.235.131.10
Ugernsgne from 34 ipmi = NEUUIER

hardware platform is RXzZ0037

Juccessfully retrieved IIsernawe for user 2

platform type=RXZ0037, usser number=2, access level=5 channel number=:2

BMC Configuration Data

Hetwork Data:
Interface IP Address: 10.235.16.20
Hetwork Mask: 255.255.255.0
Default Gateway Address: 10.235.16.1

Login Data:
User MName: NEWUSER
Successfully ==t Izernsoe for user 2
3uccessfully set Password for user 2
Juccessfully set User Acoce=ss for channel & to 5
Successfully set User Enasble
Successfully set 1P address for channel 2
Successfully set IP Netmask for channel 2
Successfully set IFP source for channel 2
Successfully set Default Gateway for chanrnel 2
3uccessfully set the Jervice LAN interface
Bucceszafully di=sshled LDAP
Successfully set Force HTTPRS
SJuccessfully dissbled DHCF Registration
Juccessfully dissbhled DNI
Juccessfully retrieved [Issrnawme for user 3
Configuring separate user account for the O3V Assistant
Successfully set [zername for user 3
3uccessfully set Password for user 3
Successfully set User Access for channel 2 to 3
Eumme=zsfully ==t TT=er Enable
3uccessfully set User Access for channel 4 £o 3
SJuccessfully set User Configuration Enabled [(item=0x1453, walue=0)
Successfully set BMC Configuration Enabled (item=0x145d, walue=0)
Successfully set Advanced VWideo Redirection Enasbled (itewm=0x1l4ie, walue=1)
3uccessfully set Femote 3torage Enabled [itewm=0x145f, value=1)
rootBfsciil: [~] #H162
#
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b) The next log example is from a IBM x3550 M3 server;

Note: There is a delay of approximately 90 second between the:
"Connected via IPMI device driver (KCS interface)" output

and the next IMM response:

"[set IMM.AuthorityLevel.2 Custom]".

root@bocast4b: [/unisphere/srx3000/callp/bin] #386
4 funispherefsrx3000IGallp/bin/rsaConfig -

Host name for this node is: bocastdb

hardware platform is x3550M3

Retrieving rsa configuration for node 2
rsa_enabled = 'YE3'

Found IPMI parameters for this node

]
—

IP address from 3A ipmi = 10.235.54.
Username from SA ipmi = NEWUSER
hardware platform is x3550M3

Successfully retrieved Username for user 2

platform type=x3550M3, user number=2, access level=4 channel numbsr=1

BMC Configuration Data
Network Data:

Interface IP Address: 10.235.54.21
Network Mask: P SIS SID SN
Default Gateway Rddress: 10.235.54.1
Login Data:
User Name: NEWUSER
Ussrname is already set corrsctly
Successfully sst Password for user 2
Successfully set User Rccess for channel 1 to 4

Successfully set User Enable

Successfully set IP address for channel

Successfully set IP Netmask for channel

Successfully set IF scurce for channel 1

Successfully set Default Gateway for channel 1
Successfully retrieved Username for ussr 3

Configuring ssparate user account for the 08V Assistant
Username 1s already set correctly
Successfully set Password for user 3

Successfully set User Enable

Configuring user account privileges using the ASU utility
IEM RAdvanced Settings Utility version 4.00.74Z

Licensed Materials - Property of IEM

(C) Copyright IBM Corp. 2007-2011 All Rights Reserved
Batch mode start.

Connected via IPMI device driver (ECS interface)
[set IMM.RAuthorityLevel.2 Custom]
IMM. 2uthorityLevel.2=Custom

[set IMM.UserZccountManagemsntPriv.2 No]
IMM.UserAccountManagementPriv. 2=No
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[set IMM.RemotelonsolePriv.2 Yes)
IMM.RemotelonsolePriv. 2=Yes

[get IMM,RemoteConsoleDiskPriv.2 Yes]
IMM.RemoteConsoleDiskPriv.2=Yes

[set IMM.RemotePowerPriv.
IMM.RemotePowerPriv. 2=Yes

2 Yes]

earEventLogPriv.2 Yes)
entlLogPriv.2=Yes

[3et IMM
IMM.Clea
[set IMM.BasicAdapterConfigPriv.2 No]
IMM.BasicAdapterConfigPriv.2=No

[set IMM,AdapterConfigNetworkSec ;Priv.2 No]

IMM.AdapterConfigNetwork3ecuri

[set IMM,AdvancedidapterConfigE
IMM.RdvancedhdapterConfigPriv. 2=No

Beginning intermediate batch update.

Waiting for command completion status.

Command completed successfully.

Completed intermediate batch update.

Batch mode competed successfully.

root@bocastib: [/unisphere/srx3000/callp/bin] $£387

#

Attention: Be sure to execute the command on both nodes in a redundant
system.

5. The rsaConfig tool can be employed with a -l option (list) to list that nodes
maintenance controller (BMC) configuration and verify the user ID and
password combinations (of the maintenance controller and the Common
Management Platform (CMP) Assistant). If the configuration list is
satisfactory proceed to step 6 (to verify the shutdown agent
functionality).

Attention: Execute the command on both nodes in a redundant system.\

root@fsc20l: [/etc/opt/SMAW/SMAWhaext] $#140
# /unisphere/srx3000/callp/bin/rsaConfig -1

BMC Configuration Data

Hetwork Data:
Interface IP Rddress: 10.235.16.20
Hetwork Mask: 255.255.255.0
Default Gateway Address: 10.235.16.1

Login Data:
User Name: NEWUSER
Successfully verified Password for User Hame: NEWUSER
Secondary User Hame: OS5VAssistant
Successfully verified Password for User Name: O5SVAssistant

L]

oot@fsc20l: [/etc/opt/SMAW/SMAWhaext] #141

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 389



Installing the OpenScape Voice Reference Image
Post Software Installation Activities

390

6. Verify the new configuration's functionality for both nodes. Refer to Section
6.8, “Verifying the Shutdown Agents Configuration”, on page 521.

Attention: Be sure to verify the configuration on both nodes in a redundant
system.

Note: Click this link to jump to Section G.3.2.3, “Deactivate Clear-Text
Administration / Activate Encrypted Communication - FTS RX200 S6/S7
Platforms”, on page 758.

4.4.4 Configuring the Ethernet NICs for Fixed
Operation

By default, Ethernet NICs are set to auto-negotiate interface speed and mode.

If the customer’s LAN equipment does not support auto-negotiation, the Ethernet
NICs have to be set to the interface speed and mode appropriate for the
customer’s LAN.

Only the interfaces that are directly connected to the customer's LAN need to be
changed.

The supported fixed operation speeds and modes are as follows:
e 100BaseTx-FD
* 1000BaseTx-FD

Attention: Only the 100 mb/sec interface can set auto-negotiate to "off"
(neg=off), if desired by the customer. The 1000 mb/sec interface should always
set auto-negotiate to "on" (neg=on).

Disable auto-negotiation and set the Ethernet NICs for fixed operation as follows:
1. Login as root.

2. Create a Linux text file named “etherset” in the /etc/init.d directory and enter
the text as follows:

Note: This step employs the configuration of a duplex, co-located FTS RX200
S6/S7 server as an example. Only the interfaces that are directly connected
to the customer's LAN should be changed.

Simplex server configuration:
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- For the IBM x3550 M3/M4 configure eth0, eth1, and eth2.
- For the FTS RX200 S6/S7 configure eth0, eth1, and eth2.

The Ethernet assignments for a duplex, co-located server follow. The
Ethernet NICs that are used for the cluster interconnects do not need to be
changed in a co-located configuration since the two OSV nodes are directly
connected by cables. Those crossover cables are not connected to the
customer's LAN.

- IBM x3550 M3/M4 employs eth3 and eth7 as the cluster interconnects.
- For the x3550 M3/M4 case configure only:
ethO, eth1, eth2, eth4, eth5, and eth6.

- FTS RX200 S6/S7 employs eth3 and eth7 as the cluster interconnects.
- For the FTS RX200 S6/S7 case configure only:
ethO0, eth1, eth2, eth4, eth5, and eth6.

Note: The cluster interconnects of a geo-separated configuration will be
connected to the customer's LAN. In this scenario, the cluster interconnects
should be included in the etherset file.

#!/bin/bash

### BEGIN INIT INFO

Provides: etherset

Required-Start: network

Required-Stop:

Default-Start: 3 5

Default-Stop:

Description: Configure the network interfaces
### END INIT INFO

H= H H H

echo “begin etherset”

ethtool -s ethO speed 100 duplex full autoneg off
ifconfig eth0 up

ethtool -s ethl speed 100 duplex full autoneg off
ifconfig ethl up

ethtool -s eth2 speed 100 duplex full autoneg off
ifconfig eth2 up

ethtool -s eth4 speed 100 duplex full autoneg off
ifconfig eth4 up

ethtool -s eth5 speed 100 duplex full autoneg off
ifconfig eth5 up

ethtool -s eth6 speed 100 duplex full autoneg off
ifconfig eth6 up

echo “end etherset”

exit 0O

In this example, the speed is set to 100, with full duplex operation, and auto
negotiation turned off. For 1000BaseTXx, specify speed 1000 and auto-
negotiation must be turned on.
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Set the Ethernet interfaces to the values specified in the etherset file with
following commands:

cd /etc/init.d

chmod +x /etc/init.d/etherset
insserv etherset /etc/init.d/etherset
/etc/init.d/etherset

If applicable, repeat steps 1 on page 390 through 3 on the other node.

On the OpenScape Voice Installation Checklist, initial step 14 and proceed to
step 15.

4.4.5 Checking Ethernet Port Assignments

Check the Ethernet port assignments as follows:

1.

As root, issue the following command for each of the Ethernet interfaces (ethO
through eth2 for a single node system and ethO through eth7 for a redundant
system):

ethtool <Ethernet interface>

If you check a non-existent Ethernet interface, the following snapshot shows
what is displayed:

# ethtool eth3

Settings for eth3:

Cannot get device settings: No such device
Cannot get wake-on-lan settings: No such device
Cannot get message level: No such device

Cannot get link status: No such device

No data available

The following examples show the information displayed for ethO through eth7
on a redundant system. The eth0, eth1, and eth2 interfaces should be
displayed for a single-node system.

For an IBM x3550 M3, the following is displayed:

# ethtool ethO
Settings for ethO:

Supported ports: [ TP ]

Supported link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 100Mb/s

Duplex: Full

Port: Twisted Pair

PHYAD: 1

Transceiver: internal

Auto-negotiation: on
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Supports Wake-on: g

Wake-on: g

Link detected: yes

# ethtool ethl
Settings for ethl:

Supported ports: [ TP ]

Supported link modes: 10baseT/Half 10baseT/Full

100baseT/Half 100baseT/Full

1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 100Mb/s

Duplex: Full

Port: Twisted Pair

PHYAD: 1

Transceiver: internal

Auto-negotiation: on

Supports Wake-on: g

Wake-on: g

Link detected: yes

# ethtool eth2
Settings for eth2:

Supported ports: [ TP ]

Supported link modes: 10baseT/Half 10baseT/Full

100baseT/Half 100baseT/Full

1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 100Mb/s

Duplex: Full

Port: Twisted Pair

PHYAD: 1

Transceiver: internal

Auto-negotiation: on

Supports Wake-on: g

Wake-on: g

Link detected: yes

# ethtool eth3
Settings for eth3:
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Supported ports: [ TP ]

Supported link modes: 10baseT/Half 10baseT/Full

100baseT/Half 100baseT/Full

1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 1000Mb/s

Duplex: Full

Port: Twisted Pair

PHYAD: 1

Transceiver: internal

Auto-negotiation: on
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Supports Wake-on: g

Wake-on: g

Link detected: yes

# ethtool eth4
Settings for eth4:

Supported ports:
Supported link modes:

[ TP ]

10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes:

10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 100Mb/s

Duplex: Full

Port: Twisted Pair

PHYAD: 1

Transceiver: internal
Auto-negotiation: on
Supports Wake-on: umbg

Wake-on: g

Current message level: 0x00000001 (1)
Link detected: yes

# ethtool ethb
Settings for eth5:

Supported ports:
Supported link modes:

[ TP ]

10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes:

10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 100Mb/s

Duplex: Full

Port: Twisted Pair

PHYAD: 1

Transceiver: internal
Auto-negotiation: on
Supports Wake-on: d

Wake-on: d

Current message level:

0x00000001 (1)

Link detected: yes

# ethtool eth6
Settings for ethé6:

Supported ports:
Supported link modes:

[ TP ]

10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes:

10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 100Mb/s
Duplex: Full

Port: Twisted Pair

PHYAD: 1
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Transceiver: internal
Auto-negotiation: on

Supports Wake-on: d

Wake-on: d

Current message level: 0x00000001 (1)
Link detected: yes

# ethtool eth7
Settings for eth7:
Supported ports: [ TP ]
Supported link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full

1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 10baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: 1000Mb/s

Duplex: Full

Port: Twisted Pair

PHYAD: 1

Transceiver: internal

Auto-negotiation: on

Supports Wake-on: d

Wake-on: d

Current message level: 0x00000001 (1)

Link detected: yes

Attention: steps 2 through 5 are intended for fresh installations of OpenScape
Voice servers only. Service degradation will occur if these steps are performed on
a live system.

Any questions should be addressed to your next level of support.

2. Unplug an Ethernet connector and issue the ethtool command (specifying
that interface). The display indicates which port (Link) was disconnected
(Link detected: no).

# ethtool <Ethernet interface>

Note: Chapter 3 of this document contains “Connecting the Cables”
information for each platform. Within these subsections are snapshots of the
server backplane that will help in identifying the physical locations of the
Ethernet interfaces.

A console snapshot is provided as an example;

# ethtool eth7
Settings for eth7:
Supported ports: [ TP ]
Supported link modes: 10baseT/Half 10baseT/Full
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100baseT/Half 100baseT/Full
1000baseT/Full

Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 1l0baseT/Full
100baseT/Half 100baseT/Full
1000baseT/Full

Advertised auto-negotiation: Yes

Speed: Unknown! (65535)

Duplex: Unknown! (255)

Port: Twisted Pair

PHYAD: 1

Transceiver: internal

Auto-negotiation: on

Supports Wake-on: d

Wake-on: d

Current message level: 0x00000007 (7)

Link detected: no

3. Restore the Ethernet connector and reissue the ethtool command to verify the
Link was reactivated (Link detected: yes).

4. Repeat steps 3 and 4 on all the Ethernet ports on this node.
5. If applicable, repeat steps 1 through 4 on the other node.

6. Onthe OpenScape Voice Installation Checklist, initial step 15 and proceed to
step 16.

4.4.6 Testing the KVM/Mouse Combination

If the equipment for OpenScape Voice includes a KVM, the KVM/mouse
combination must be tested for compatibility.

When the KVM is not switched to a server/node, it must simulate the connection.
If a different signature is generated on the simulation, the server/node requests
clarification of the type of mouse in use.

Some combinations of KVM switches and mice are not 100% compatible. Failure
to have a correctly working KVM/mouse combination will cause the server to
hang (waiting for operator input) during a reboot.

Test the KVM as follows:
1. Select the test node with the KVM and log in as root.

2. Run hwbootscan. It should produce no output.
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3. Switch the KVM to another position.

4. Remotely log in to the test node as user sysad and then switch to user root
using the switch user (su -) command.

5. Run hwbootscan. It should produce no output.

If a menu is displayed to select a mouse, perform the following steps:
a) When prompted, select the mouse type, and select ACCEPT.
b) Switch the KVM back to the test node.
¢) Run hwbootscan. It should produce no output.
6. Repeat this procedure on the other node.

7. Onthe OpenScape Voice Installation Checklist, initial step 16 and proceed to
step 17.

4.4.7 SNMP Community Names on OpenScape Voice

Note: Any alphanumeric character and ONLY the following special characters are
allowed for the SNMP community string:

I (exclamation mark)

# (hash mark)
% (per cent)
* (asterisk)

+ (plus)
- (hyphen)

. (period or full stop)

. (colon or full colon)
= (equals)

? (question mark)
@ (at)

[ (open or left bracket)
] (close or right bracket)
A (caret)

_ (underscore)
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{ (open or left parenthesis)
} (close or right parenthesis)
~ (tilde)

Note: To change the SNMP community name string to meet site security
requirements, it is strongly recommended that you contact your next level of
support before attempting the following procedures.

4.4.7.1 Changing the Community String for the Emanate
Master Agent

Note: To change the SNMP community name string to meet site security
requirements, it is strongly recommended that you contact your next level of
support before attempting the following procedures.”

Note: Avoid using any UNIX special characters (e.g., ampersand (&), semi colon
(;), etc.) when changing the SNMP community string as these characters may
cause translation errors.

You can change community strings with the use of Cli. In order to use startCli,
follow the procedure below:

1. Login to CLI as: sysad
Node1:/home/sysad (62> startCli

2. Navigatetomenu6>1>9>2

3. Change the read-only/read-write community strings as shown below:

SNMP Management (methods) :

Display SNMP Configuration..........eeeeeeennen. 1
Modify SNMP Configuration...............coee.... 2
2] w6 s o I 99

Selection (default: 1): 2
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*** Modify SNMP community String ***

Enter Read-only SNMP community String: <Any ASCII
string (max length: 64)> (default: SENread) :

Enter Read-write SNMP community String: <Any ASCII
string (max length: 64)> (default: SENSnmp) :

Do you want to execute this action? <y/n> (default:
ves) :

Checking connection with grd404nl.

Checking connection with grd404n2.

Backing up original configuration file.

Copying new configuration file to grd404nl.

Copying new configuration file to grd404n2.

Please wait. Applying new configuration on grd404nl.
Please wait. Applying new configuration on grd404n2.
Validating new configuration

Done.

4. Navigate to menu 6 > 1> 9 > 2 to display the SNMP configuration for
verification purposes.
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5 Installing the OpenScape Applications

The following documents should be available because they will be referenced in
this section;

Documentation OpenScape UC Application Vx, Installation and Upgrade,
Installation Guide, Section "Installing and Configuring the Computer and
Operating System" (where x is the software release version), (for the Media
Server and Multiple Communication Deployments)

OpenScape UC Application Vx Configuration and Administration (where x is the
software release version), (for the Media Server and Multiple Communication
Deployments)

OpenScape Common Management Platform Vx, Administration, Administrator
Documentation (where x is the software release version), the subsection titled
"Software Activation (User Interface Patching)”

For media server announcement and treatments, refer to OpenScape Voice Vx
Administration, Administrator Documentation (where x is the software release
version), the section titled Media Services.

For media server hardware requirements, refer to OpenScape Media Server Vx
Administrator Documentation (where x is the software release version).

5.1 Installation Overview

This chapter provides a guideline for installing the OpenScape Applications
(OpenScape Voice Assistant, RG8700 Assistant, OpenScape Media Server,
Deployment Service [DLS], and OpenScape UC Application).

To execute the steps described in this section, you need to know which
deployment scenario you want to use.

Deployment Scenarios:
The Applications deployment scenarios are:
* Integrated Simplex
e Standard Duplex -small deployment
e Standard Duplex - large deployment
e Standard Duplex - very large deployment
* Media Server Standalone

¢ Multiple Communication Server Administration (no UC capability)
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This document contains the installation and update procedures of OpenScape
UC Applications for the following deployment scenarios:

* Integrated simplex
¢ Media server Standalone

¢ Multiple Communication Server

Note: Information for installing the OpenScape UC Application separately (apart
from the normal OpenScape Voice installation) is included in the OpenScape UC
Application VX, Installation Instructions, Installation Guide (where x is the
software release version). There the installation procedures for standard duplex
- small deployment and the standard duplex - large deployment are described.

The OpenScape Applications are installed:

e Internally on the integrated simplex.

Note: On a integrated system the Applications are installed as part of the
OpenScape Voice Image installation. Use the OpenScape Voice V9
Reference Image USB stick that contains the node.cfg file to install the
OpenScape Applications onto the OpenScape Voice node. Integrated
systems response files are built automatically as part of the installation
process. Response files no longer need to be generated for images and
are not required on USB sticks. If a response file is found on the USB stick
that file will take precedence over the file that is automatically generated
via the Image installation. Refer to Section 4.2, “Installation via DVD”, on
page 231 for more details on the installation procedure.

e Externally on an applications server for the standard duplex.
The Applications installation process follows this general outline:

6. Configure the installation with the response file
(knut.responsefile.txt). A sample of the response file is copied from
the setup file (OpenScapeUcSuiteApps-Repository-<version>.iso)
OpenScapeUcSuiteApps-Repository-<version>.iso for the
OpenScape UC Application to the respective computer and edited.
Remember that response files no longer need to be generated
for integrated systems and are not required on USB sticks.

7. Transfer the "response" files (or file) to the USB stick that contains the
node.cfg file for an integrated system if needed or to the external
applications server for a standard duplex system.
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8. Installation

Attention: For offboard (external) Applications servers the OpenScape UC
Application components are installed by osc-setup (NOT zypper or yast). Only
use zypper or yast to install the osc-setup RPM package.

For information on Media Server Standalone, secured for JITC deployment, see
Section 5.2.4, “Updating using the CMP (Ul Patching) instead of osc-setup”

For information on Multiple Communication Server Admin Secure, secured for
JITC deployment - see Section 5.2.6, “Installation/Update Instructions for Multiple
Communications Server Admin deployment”.

5.1.1 Prerequisites

The installer needs root access or administrator rights on the SLES operating
system of the machine on which the OpenScape Applications will be installed.

For a standard duplex system:

* OpenScape Voice software must be installed. Refer to Chapter 2, “Preparing
for the Installation”, Chapter 3, “Installing the Hardware Platform”, and
Chapter 4, “Installing the OpenScape Voice Reference Image” for
information.

* The minimum patch level for OpenScape Voice must be installed to ensure
compatibility with the OpenScape Applications.

Refer to the OpenScape Applications release note to confirm the minimum
patch level for OpenScape Voice. The minimum patch level in the release
note supersedes the patch level specified here.

* Acurrently supported external applications server (for example, FTS RX200
S6/S7, IBM x3550 M3/M4) or a customer-provided external applications
server with the appropriate SLES OS and service pack level (that meets or
exceeds the requirements described in Section 5.1.2, “External (Offboard)
Applications Server Hardware Requirements”, on page 404) must be
available for installation of the OpenScape Applications.

For more information on the OpenScape Applications, refer to the release notes.
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5.1.2 External (Offboard) Applications Server
Hardware Requirements

Any questions should be addressed to your next level of support.

Attention: When using syncUC with the "Multiple Communication Admin Server"
or "Media Server Standalone" Applications deployments; the recommended disk
sizing is 2 x 300GB in RAID-1 configuration.

For more information regarding syncUC, refer to Section 5.2.16, “syncUC”, on
page 478.

Customer-provided hardware for an external applications server (i.e., Media
Server Standalone and the Multiple Communications Server deployments) must
meet or exceed the specifications described here:

For media server announcement and treatments, refer to OpenScape Voice Vx
Administration, Administrator Documentation (where x is the software release
version), the section titled Media Services.

For media server hardware requirements, refer to OpenScape Media Server Vx
Administrator Documentation (where x is the software release version).

For Prefix Access Code (PAC) information, refer to Section D.2, “How to Add/
Delete Default Unify PACs for Vertical Services”, on page 714.

Multiple Communications Server deployments must meet or exceed the
specifications described in the following table.

Usage Ranges Server Specifications”

Low end administration: - One IA32/EM64t (x86-64)

- OpenScape Voice < 20,000 |- One Dual Core CPU 2.4 GHz
ports -4 GB RAM

- Maximum of 20 RG 8700s |- Two 146 GB SATA hard disks in RAID 1 configuration
- One DVD ROM drive
- Ethernet interfaces as required

High end administration: |- Two Quad Core CPU

- OpenScape Voice > 20,000 | (Intel Xeon 5345 CPU/QuadCore/2.33 GHz or higher or
ports AMD Opteron 2350 [2 GHz Quad Core - Barcelonal)

- Minimum of 20 RG 8700s |- 8 GB RAM

- Two 160 GB SAS hard disks in RAID 1 configuration

- One DVD ROM drive

- Ethernet interfaces as required
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Usage Ranges Server Specifications*
“All servers must be certified for SLES 12.

- For media server announcement and treatments, refer to OpenScape Voice Vx
Administration, Administrator Documentation (where x is the software release
version), the section titlted Media Services.

- For media server hardware requirements, refer to OpenScape Media Server Vx
Administrator Documentation (where x is the software release version).

- For Prefix Access Code (PAC) information, refer to Section D.2, “How to Add/Delete
Default Unify PACs for Vertical Services”, on page 714.
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Attention: If an Applications Installation, Update or Upgrade failure should occur,
and there are any questions regarding the Applications server(s) status or
recovery, contact your next level of support for assistance.

Note: Information for installing the OpenScape UC Application separately (apart
from the normal OpenScape Voice installation) is included in the OpenScape UC
Application Vx, Installation Instructions, Installation Guide, (where x is the

software release version). There, the installation procedures for standard duplex
— small deployment and the standard duplex — large deployment are described.

Note: The Deployment Service (DLS) component might not be supported on the
external applications server due to sizing limitations. A separate server running
Microsoft Windows might be required for the DLS component. Please review the
DLS release notes for sizing limitations when DLS is installed as a component of
the external applications server.

5.2.1 SLES Partitioning and Installation on the
External Applications Server

The instructions for the SLES partitioning and installation of the appropriate SLES
distribution onto customer provided hardware are provided in;

Documentation OpenScape UC Application Vx, Installation and Upgrade,
Installation Guide (where x is the software release version), Section
"Installing and Configuring the Computer and Operating System"

It is recommended that this section be reviewed in its entirety before partitioning
the server and installing the appropriate SLES OS and service pack level.

Any questions should be addressed to your next level of support.

5.2.2 External Applications Server Port List

To harden the operating system of the external OpenScape Applications server,
activate the Linux Firewall (using YaST) or use firewalls in the network
infrastructure to block all ports not listed in Table 23. Access the external
applications server firewall port table as follows:
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1. Click Yast, Security and Users, Firewall, Allowed Services, and
Advanced.

2. Update the port data to the firewall as specified in Table 23 on page 407.

3. When you are finished updating the port data, click Advanced, Next, and
Accept.

Table 23 lists all the ports that should not be blocked. During installation of the
OpenScape Applications these ports are required incoming.

Port Protocol | Description
25 TCP For SMTP groupware integration
443 TCP HTTPS for browser access to Common Management Platform
483 TCP | Office Communicator connection
4444 TCP | HiPath User Management Access (optional)
4708 TCP | SOAP communication to Unify Shared Services. Required for
OpenScape RichClient using HTTP.
4709 TCP | SOAP communication to Unify Shared Services. Required for
OpenScape RichClient using HTTPS.
4710 TCP | Osgi communication
4711 TCP | Osgi communication via TLS
7778 TCP | XML asynchronous events for WebClient
7788 TCP | XMLS secure for WebClient
7789 TCP HTTP access to OpenScape WebClient
7800 TCP | Application discovery (optional; required for distributed
installations)
8443 TCP HTTPS access to OpenScape WebClient
8787 TCP | Communication from XPressions
8818 TCP | Communication (HTTPS) to CLM
8819 TCP | Communication (HTTP) to CLM
10001 TCP | Communication from XPressions
16760 TCP | Solid database connection
61616 TCP | Symphonia events
UDP Protocol Ports
161 UDP | SNMP Get and Set Requests (optional, only required for
communication to SNMP management systems, for example:
OpenScape Voice Fault Management)
162 UDP | Retrieve alarms via SNMP traps.
2427 UDP | MGCP protocol of the external OpenScape Media Server
5004:5008 UDP | RTP (voice) payload for the external OpenScape Media Server
5060:5061 UDP | SIP signaling for the external OpenScape Media Server

Table 23 Port List for the External OpenScape Applications
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Port Protocol | Description
20000:21000| UDP |RTP (voice) payload for the external OpenScape Media
(see Note) Server.
45566 UDP | Symphonia Multicast Discovery
Table 23 Port List for the External OpenScape Applications

5.2.3 Installation/Update Instructions for Integrated
Simplex Systems

Attention: If an Applications Installation, Update or Upgrade failure should occur,
and there are any questions regarding the Applications server(s) status or
recovery, contact your next level of support for assistance.

Attention: For details regarding OpenScape UC Application components please
refer to the “OpenScape UC Application Vx, Installation and Upgrade, Installation
Guide” document (where x is the software release version).

Attention: Refer to the OpenScape Applications release notes for the latest
updates to the OpenScape Applications. Carefully review the Installation
Prerequisites section of the OpenScape Applications release note for any
activities that might be required before creating the response files.

5.2.3.1 Prepare Installation of Integrated Simplex

To prepare the integrated environment for the installation please refer to Section
5.2.10, “Providing a Setup Medium for the Applications”, on page 455.

Section 5.2.10 will guide you through the preparation of the media for installation.
At the end of Section 5.2.10 a link back to Section 5.2.3.2, “Response File for
Integrated Deployments”, on page 409 is provided.
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5.2.3.2 Response File for Integrated Deployments

Attention: If you arrived here from Table 24 "Uninstall and Reinstall a Simplex
OSV Applications", step 7 on page 427; It is recommended the /enterprise/
servicetools/install/conf/responsefile.txt file (saved in step 3a of Table 24, on page
426) be used as a template for creating the response file. No deviations from
the values recorded in the saved responsefile.txt file are allowed.

You must know the following passwords to create the new response file (and
complete the Task List procedure);

1) The password of the Symphonia administrator.
2) The password of the Solid database administrator.

The Symphonia administrator and Solid database administrator passwords must
be entered as 'clear' text (i.e., unencrypted) in the new response file.

Note: Before creating response files, ensure that the customer administrator or
representative has provided you with the necessary configuration data.

Execute the following steps on the application computer to create a response file
for the application computer.

All commands should be executed as the user root.

1. Change directory to the installation repository created in step 6 on page 464
of Section 5.2.10.4, “Finish the Installation Medium Setup”, on page 462 and
then copy the appropriate response file to the /root path. In the examples of
this guide the path was "/software/tmpREPQO"

# cd /software/tmpREPO

# cp templates/knut.responsefile.txt.templ IntegratedSimplex
/root/knut .responsefile.txt

Attention: Copy the file as specified to the directory named /root but not to
the Root directory /.

2. Open the response file with an editor (for example with vi):
vi /root/knut.responsefile.txt
3. Look for the following line:

SI_SYMPHONIA_ADMIN_PASSWORD=<PLACEHOLDER_symphonia_admin_pass
word>
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Replace <PLACEHOLDER_symphonia_admin_password> with the
password of the Symphonia administrator.

Note: This password must comply with the security policies, which are
defaulted as follows:

- At least 8 characters

- At least one special character

- At least one number

- At least one capital letter

- Not more than 3 identical characters in a row

Look for the following line:

SI_COMMUNITY_ NAME=<PLACEHOLDER_community name>
Replace <PLACEHOLDER_community_name> with the community name.

Attention: The Community has nothing to do with SNMP.

Capital letters, small letters and underscore are permitted. The latter must not
appear at the beginning or end of the name. The corresponding regular
expression reads as follows: [A-Za-20-9] [A-Za-Z0-9_]1*[A-Za-Z0-9]

Note: The value you assign to ST_COMMUNITY_NAME must be the same in
all knut . responsefile. txt files on all computers (application, front-end
and Media Server computers).

Look for the following line:

SI_PRIMARY NODE_HOST=<PLACEHOLDER_ hostname>

Replace <PLACEHOLDER_hostname> with the fully qualified domain name
(FQDN) or the (administration subnet) IP address of the Integrated Simplex
server. We recommend using the FQDN.

Look for the following line:
SI_LOCAL_HOST=<PLACEHOLDER_hostname>

Replace <PLACEHOLDER hostname> with the fully qualified domain name
(FQDN) or the (administration subnet) IP address of the Integrated Simplex
server. We recommend using the FQDN.

Look for the following line:
SI_DB_ HOST=<PLACEHOLDER hostname>

Replace <PLACEHOLDER_hostname> with the fully qualified domain name
(FQDN) or the (administration subnet) IP address of the Integrated Simplex
server. We recommend using the FQDN.

Look for the following line:

SI_DB LOGON_PASSWORD=<PLACEHOLDER_dbms_dba_password>

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide



Installing the OpenScape Applications
Installation Instructions for Applications Servers

Replace <PLACEHOLDER_dbms_dba_password> with the password of the
Solid database administrator. It must not be the default password (dba).
Employ a secret, complex string of characters for the database password.

9. If the response file is created for an upgrade scenario, in which the
applications database has to be migrated from an older release to a new
release, proceed as follows:

a) Look for the following line:
SI_FW_DB_MIGRATION=false

b) Set the migration flag to “true”:
SI_FW_DB_MIGRATION=true

10. Verify response file on the node. Change directory to the installation
repository and run the checkResponsefileOnLocalNode.sh script. For our
example case;

# cd /software/tmpREPO
# sh support/checkResponsefileOnLocalNode.sh

11. Ensure that the response file is saved and kept in a safe location. The
response file is not currently contained in the system backup sets, but it is
needed to rebuild the system during a crash recovery.

Note: The restore mechanism uses the database administrator password
from the original system, where the backup was taken, to access the Solid
database. If this password is not known, no recovery is possible. This
password is defined in the response file and that is why the created response
file must be backed up in a safe location.

If you are performing a new Applications installation (not an upgrade or
migration), proceed to Section 5.2.3.3, “Installation of Integrated Applications”, on
page 412.

If you are performing an upgrade or migration procedure and arrived here from
Section 9.11.2, “Building Simplex Response File from Template”, on page 684,
follow this link back to step 1 on page 684, Section 9.11.2, “Building Simplex
Response File from Template”.
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5.2.3.3 Installation of Integrated Applications

Information regarding Integrated OpenScape Voice system backups can be
found in the "OpenScape Voice 7 Service, Service Documentation."

Note: DLS is installed by default on the integrated Simplex.

Note: The Media Server SIP endpoint for Integrated Simplex deployments is
associated with the non-standard port numbers 5062 (SIP) and 5063 (SIP-TLS)
for the signaling between the OSV and the Media Server. Change the Integrated
Media Server SIP listening ports via CMP from 5060/5061 to 5062/5063. If you
need to create a SIP endpoint for the MS, use ports 5062/5063 as well. Update
the corresponding packet filter rules with the new port numbers.

1.

From the installation repository, execute the following commands to install UC
Applications on the integrated simplex system.

These commands should be executed as the user roof.

Note: The path "/software/tmpREPQO" is taken from the command examples
provided in Section 5.2.10.4, “Finish the Installation Medium Setup”, step 6
on page 464.

Command examples;

# cd /software/tmpREPO
# sh support/installIntegratedSimplex.sh importBuildKey

Note: (If asked to import data into the rpm db, enter y)

# sh support/installIntegratedSimplex.sh install /root/
knut .responsefile.txt

Note: A blank space follows the word “install” in the command above (i.e.,
install /root/knut.responsefile.txt). The typical installation takes
approximately one hour.

In case of an error, always select the option “despite the inferior architecture”.
Example given:

Problem: OpenScapeUC_Large MS-6.0_1.0.0-007.noarch requires
OpenScapeUC_Large_MS, but this requirement cannot be provided
uninstallable providers: OpenScapeUC_Small-6.0_1.0.0-
007.noarch[270fc4d9389754e36bb4dbe2a725408d]

Solution 1: Following actions will be done:

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide



Installing the OpenScape Applications
Installation Instructions for Applications Servers

install symphonia-6.0_1.5.0-058.i586 despite the inferior
architecture

install symphonia-jre-ibm-6.0.9.2-4.i386 despite the

inferior architecture

Solution 2: do not install OpenScapeUC_Large_MS-6.0_1.0.0-
007.noarch

Solution 3: break OpenScapeUC_StandardDuplexSmall by ignoring
some of its dependencies

Choose from above solutions by number or cancel [1/2/3/c]

(c):

3. Type 1 and press Enter.

4. When the 'Continue’ prompt is presented push the 'y' key and then the return
key. Example given;

72 packages to upgrade.

Overall download size: 724.7 MiB. After the operation, 17.7
MiB will be freed.

Continue? [y/n/?] (y): y

5. Check for any newer Applications patch sets or HotFixes and install them
according to the corresponding release notes (if applicable).

Attention: If more packages are required for your install (i.e.; languages
besides English), do not execute step 7 on page 414 until Section 5.2.5.4,
“Adding Additional Packages/Languages”, on page 442 is reviewed. Any
questions should be addressed to your next level of support.

6. Start the OpenScape Applications;

# /etc/init.d/symphoniad start

The file osgi.log can be monitored for error messages while symphoniad
starts (or restarts). After executing a 'symphoniad start' or 'symphoniad
restart’ command there is a period of time in which the applications services
are set into operation. As user root the applications services startup can be
monitored by the following command:

For integrated applications servers;
tailf /log/osgi.log

For External (offboard) applications servers;
tailf /var/siemens/common/log/osgi.log

Monitor the file osgi.log for the services startup sequence. When the osgi.log
file reports " Start processing all bundles done.* " the system is ready. The
startup sequence should not have been interrupted by error messages. The
file osgi.err (located in the same path as the osgi.log file) should be empty
also.
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Press 'ctrl+c' to exit the tail function.

Questions should be addressed to your next level of support.

7. If the installation process is complete the system should be cleaned of ISOs
and repositories. Please refer to Section 5.2.11, “Cleaning up the
Repositories”, on page 467.

5.2.3.4 Adding Additional Packages/Languages

For media server announcement and treatments, refer to OpenScape Voice Vx
Administration, Administrator Documentation (where x is the software release
version), the section titled Media Services.

This section includes instructions for media server language package adds. Refer
to Appendix Q, “Guidelines for Language and Application Package adds to
Simplex Systems”, on page 903 for more application and language package add
instructions.

For Integrated systems, the default installation applies only the English language
for the Media Server telephone prompts. If you wish to install further languages,
execute the following steps:

All commands are to be executed as user root.

1. Verify that the installation files (ISO files) you require for languages are
provided in osc-setup with the 'list repository' (Ir) command;

Command example;

# osc-setup lr

Logging to: /var/log/OpenScapeUC/osc-setup-2012-04-12_10-04-
42 .1log

osc-setup version: "1.4.5-17"

SUSE VERSION: 11 SERVICEPACK: 1
Registered repository (url):

1 dir:///software/tmpREPO
Operation took: 0 seconds

2. If the installation repository does not exist proceed to step 4 on page 415.

If the installation repository exists, use the osc-setup search (se) option to list
the available packages (in this case announcements);
osc-setup se --match-any announ

Command example:

# osc-setup se --match-any announ
Loading repository data...
Reading installed packages...
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S | Wame | Summary | Type

B +

| mediaserver_announcements_ar | Mediaserver_anncuncements_ar | package
| mediaserver_announcements_bg | Mediaserver_announcements_bg | package

i | mediaserver_announcements_en_us | Mediaserver announcements_en_us | package
| mediaserver announcements en za | Mediaserver announcements en za | package

Note: An 'i' in the column S column indicates that package is already installed.

3. If the language is not listed, proceed to step 4 on page 415.

If the required language is listed then execute the following command for
installing another language;

sh support/installIntegratedSimplex.sh addLang <component>
<lang[, lang]>

Change directory to the installation repository and run the command.
Examples follow;

a) Adding 1 language;

# /etc/init.d/symphoniad stop

# cd /software/tmpRepo

# sh support/installIntegratedSimplex.sh addLang
mediaserver announcements en za

b) Adding multiple languages;

# /etc/init.d/symphoniad stop

# cd /software/tmpRepo

# sh support/installIntegratedSimplex.sh addLang
mediaserver announcements en za,de,es

Note: This language is used for the media server announcements provided
for the PBX.

If you were able to install all language packages, then proceed with step
5 on page 416, otherwise continue with step 4 on page 415.

4. If the language is not available then the 'Repository' and required language
ISO files will have to be staged for installation. See Section 5.2.10, “Providing
a Setup Medium for the Applications”, on page 455 for details of this
procedure.

Attention: It is recommended the installation repository be created with the
'Base’, 'Repository' and the additional language package ISOs that are
required. Please include the English language package ISO in the installation
repository. These files would be found in the initial build package for the
current Applications version. Example given; If the Applications server is at
the VO FRO H1 (BUILD 12 H1) level, the required ISO files will be in the
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repository for VOFRO (BUILD 12). Following this convention will ensure all
packages are available in case dependencies are not met during a language
package install.

Note: Providing an ISO file as repository retrospectively deletes the provision
of the current repository. Install all required RPMs from the repository to be
deleted before removing it.

The language package can be installed (after establishing the repository) with
the same syntax demonstrated in step 3 on page 415 of this procedure.
Remember to stop the symphoniad before adding a new package.

support/installIntegratedSimplex.sh addlLang {LANGUAGE_PKG}

5. Start the Applications server;
Command example:

# /etc/init.d/symphoniad start

The file osgi.log can be monitored for error messages while symphoniad
starts (or restarts). After executing a 'symphoniad start' or 'symphoniad
restart’ command there is a period of time in which the applications services
are set into operation. As user root the applications services startup can be
monitored by the following command:

For integrated applications servers;
tailf /log/osgi.log

For External (offboard) applications servers;
tailf /lvar/siemens/common/log/osgi.log

Monitor the file osgi.log for the services startup sequence. When the osgi.log
file reports "* Start processing all bundles done.* " the system is ready. The
startup sequence should not have been interrupted by error messages. The
file osgi.err (located in the same path as the osgi.log file) should be empty
also.

Press 'ctrl+c' to exit the tail function.

Questions should be addressed to your next level of support.

6. If the update process is complete, the system should be cleaned of ISOs and
repositories. Please refer to Section 5.2.11, “Cleaning up the Repositories”,
on page 467.

5.2.3.5 Update/Upgrade of Integrated Applications

We differentiate between updating and upgrading as follows:
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e Update

An update is performed when a new fix release or hotfix is available for an
installed version of the OpenScape Applications (within the same release).
This chapter describes the fix release/ build update.

Example:

An OpenScape Application V7 RO was installed in version FR1 (Fix Release
1). AV7 RO FR2 or FR2 HF1 is released as an update.

Note: The hotfix update is described in Section 5.2.3.6, “Installing a HotFix -
Integrated Apps server”

* Upgrade

Example:

a) Ifin contrast, an OpenScape Application V8 RO is installed and a V9 RO
Applications setup medium is to be used, we refer to this as an “upgrade”
to V9.

b) If an OpenScape UC Application V7 Rx has been installed and an
OpenScape UC Application V9 setup medium is to be used for updating
the OpenScape UC Application, we refer to this as an upgrade.

Note: For the integrated Simplex OpenScape Voice deployment, the Applications
upgrade is included in the integrated OpenScape Voice server's upgrade or
migration process. Refer to Chapter 7, “Overview of Upgrades and Migrations to
OpenScape Voice V9~ for details.

Attention: Ensure that all workarounds described in the Release Notes were
executed before you start the OpenScape UC Application for the first time. If you
do not perform these workarounds the system may adopt a defective state.

Execute the following steps on the OpenScape Voice server as the root user.

1. Create a backup. The Information regarding Integrated OpenScape Voice
system backups can be found in the "OpenScape Voice 7 Service, Service
Documentation". Another backup option is to synchronize the OpenScape
Voice partitions.

2. If Openfire, external or internal, is installed, stop it by executing the following
command:

# /etc/init.d/openfire stop
3. Stop OpenScape UC Applications (stop symphonia).
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# /etc/init.d/symphoniad stop

4. Prepare the Update Medium of the Integrated Simplex.

To prepare the integrated environment for the Update, please execute steps
5-7 from section Section 5.2.10.4, “Finish the Installation Medium Setup”.

Start the update of the applications.

Note: In the commands below, the path "/software/tmpREPQ" is taken from
the command examples provided in Section 5.2.10.4, “Finish the Installation
Medium Setup”, on page 462, step 6 on page 464.

Command examples;

# cd /software/tmpREPO

# osc-setup up osc-setup

# sh support/installIntegratedSimplex.sh update

The update process is fully automatic and, since no configuration files will be
overwritten, you need not back up the configuration files before the update.

Note: If hotfixes are required, proceed to Section 5.2.3.6, “Installing a HotFix
- Integrated Apps server”, on page 419. If hotfixes are not required, complete
steps 7 and 8.

Reconfigure the web client in an integrated simplex.
Command example;
#/enterprise/HiPathCA/bin/reconfiguration.sh

After the successful update, start the OpenScape UC Application by
executing the following commands:

# /etc/init.d/symphoniad start

# /etc/init.d/openfire start

The file osgi.log can be monitored for error messages while symphoniad
starts (or restarts). After executing a 'symphoniad start' or 'symphoniad
restart’' command there is a period of time in which the applications services
are set into operation. As user root the applications services startup can be
monitored by the following command:

For integrated applications servers;
# tailf /log/osgi.log

For External (offboard) applications servers;
# tailf /var/siemens/common/log/osgi.log
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Monitor the file osgi.log for the services startup sequence. When the osgi.log
file reports "* Start processing all bundles done.* " the system is ready. The
startup sequence should not have been interrupted by error messages. The
file osgi.err (located in the same path as the osgi.log file) should be empty
also.

Press 'ctrl+c' to exit the tail function.

Questions should be addressed to your next level of support.

8. If the update process is complete the system should be cleaned of ISOs and
repositories. Please refer to Section 5.2.11, “Cleaning up the Repositories”,
on page 467.

5.2.3.6 Installing a HotFix - Integrated Apps server

Information regarding Integrated OpenScape Voice system backups can be
found in the "OpenScape Voice 7 Service, Service Documentation".

Attention: Ensure that all workarounds described in the Release Notes were
executed before you start the OpenScape UC Application for the first time. If you
do not perform these workarounds the system may adopt a defective state.

To provide the set-up medium from ISO files downloaded to the Applications
server, refer to Section 5.2.10.1, “Create Setup medium from ISO files on the
server hard disk”, on page 456, step 1 on page 456. After step 1 is completed a
doclink back to this section will be available.

To provide the set-up medium from ISO files on a USB refer to Section 5.2.10.2,
“Create Setup medium from ISO files on a USB media”, on page 458 steps 1 on
page 458 through 5. After the indicated steps are completed a doclink back to this
section will be available.

To provide the set-up medium from ISO files on a USB refer to Section 5.2.10.3,
“Create Setup medium from ISO files on a CD/DVD media”, on page 460, steps
1 on page 460 and 2 on page 460. After the indicated steps are completed a
doclink back to this section will be available.

Questions should be addressed to your next level of support.

For the purposes of this example, the procedure employs an ISO file downloaded
to the server.

1. Transfer the ISO file to the server. In this example the ISO is transferred to
/software.

2. Stop the Applications Symphonia and Openfire, external or internal, if they
are installed.

Command example;
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#> /etc/init.d/symphoniad stop
# /etc/init.d/openfire stop

If you have not already done so, mount the ISO file.

mount -o loop <ISO file including the path> /<mount_point>

Command examples;
For the ISO medium on the server hard disk case;

#> mount -o loop /software/OpenScapeUcSuiteApps_PATCH-
V7R1.0.0-100002.iso0 /mnt

For the ISO medium on the USB case;

# mount /dev/sdfl /media

For the ISO medium on the CD/DVD media case;

# mount /dev/sr0 /media/

Change directory to the mounted 1SO.

Command examples;

For the ISO medium on the server hard disk case example;

#> cd /mnt

For the ISO medium on the USB and CD/DVD case examples;

# cd /media

Running the update script in V7R3.

# bash support/installIntegratedSimplex.sh update
Run the update script in versions lower to V7R3

Command example;

#> bash updatelIntegratedSimplex.sh

Attention: Ensure that all workarounds described in the Release Notes were
executed before you start the OpenScape UC Application for the first time. If
you do not perform these workarounds the system may adopt a defective
state.

Reconfigure the web client in an integrated simplex.
Command example;

#/enterprise/HiPathCA/bin/reconfiguration.sh
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7. Start the Applications.
Command example;
#/etc/init.d/openfire start

#/etc/init.d/symphoniad start

The file osgi.log can be monitored for error messages while symphoniad
starts (or restarts). After executing a 'symphoniad start' or 'symphoniad
restart’ command there is a period of time in which the applications services
are set into operation. As user root the applications services startup can be
monitored by the following command:

For integrated applications servers;
tailf /log/osgi.log

For External (offboard) applications servers;
tailf /var/siemens/common/log/osgi.log

Monitor the file osgi.log for the services startup sequence. When the osgi.log
file reports "* Start processing all bundles done.* " the system is ready. The
startup sequence should not have been interrupted by error messages. The
file osgi.err (located in the same path as the osgi.log file) should be empty
also.

Press 'ctrl+c’ to exit the tail function.

8. After a successful HotFix install the system should be cleaned of the
installation medium. First exit the setup medium path.

Command example;
# cd /
9. Next, unmount the HotFix ISO.
Command example;
#> umount /mnt
10. Remove the ISO file.
Command example;
# rm /software/OpenScapeUcSuiteApps PATCH-V7R1.0.0-100002.iso

This completes the HotFix installation.
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5.2.3.7 Uninstall the Integrated Simplex Applications

Note: It is not possible to uninstall individual patch sets. Uninstall will always
uninstall the whole product.

Attention: IF you intend to reinstall the Applications after the successful
uninstall, THEN proceed to Section Section 5.2.3.8, “Task List to Uninstall and
Reinstall a Simplex OSV Applications”, on page 423. You should consult with your
next level of support before proceeding with the procedure described in

Section 5.2.3.8. The Task List will return you to this section after health check and
system backups are complete.

To uninstall the Integrated Simplex Applications:

1.

422

Stop Symphonia daemon

/etc/init.d/symphoniad stop

Stop Openfire, external or internal, if installed
/etc/init.d/openfire stop

Change the directory path to the uninstall script location.
cd /enterprise/overall installer

The option list can be employed with the uninstall script for an overview of
what has been installed.

sh uninstall.sh list

Start the script;

sh uninstall.sh uninstall

Uninstall may leave directories in /enterprise (integrated on OpenScape
Voice) which could result in problems with the next Applications installation
on the integrated system. After the uninstall completes execute the following
commands to remove these directories;

cd /enterprise

rm -rf *
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5.2.3.8 Task List to Uninstall and Reinstall a Simplex OSV
Applications

Note: You should consult with your next level of support before proceeding with
this procedure. There may be more effective restoral options available besides
this procedure (i.e.; activating the fallback partition or a file system restore).
This procedure will take at least two hours to complete.

Attention: A reboot of the OSV Simplex machine is required BEFORE the
Applications are reinstalled.

The reboot will cause a loss of service and should be executed in a timely manner
during low traffic periods. For a live system the best practice would be to execute
the procedure in a maintenance window.

Normal local operating procedures for Integrated Simplex activities should apply
too.

This section should be reviewed in its entirety before proceeding.

Follow the steps outlined in Table 24, "Uninstall and Reinstall a Simplex OSV
Applications" to uninstall and then reinstall the Applications on a Simplex OSV.

Hint: When viewing the Installation and Upgrade Guide (IUG) with Adobe Reader
add the “Previous View” icon to the Reader toolbar. This will ease the navigation
between the checklists and associated sections of the IUG. Add the “Previous
View” icon as follows;

In Adobe Reader v9.x.x:

*  Open the tools menu.

* Navigate to ‘Customize Toolbars’; this will present the ‘More Tools’ window.
* In the ‘More Tools’ window scroll down to the ‘Page Navigation Toolbar’

* Select the ‘Previous View’ icon.

* Select ‘Okay’ in the ‘More Tools’ window.

In Adobe Reader v10.x and v11.x:

Right-click anywhere on the toolbar > Page Navigation > 'Previous View' icon.

After executing a checklist task, select the ‘Previous View’ icon in the Reader
toolbar to return to the checklist.
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The task list below describes the upgrade steps.

Task Description

1. RapidStat should be executed to verify the node health. Any Errors or
Warnings should be addressed before continuing the procedure. At the
discretion of the Craft person the procedure may continue in some
cases.

Any questions should be referred to your next level of support
before proceeding.

Table 24 Uninstall and Reinstall a Simplex OSV Applications
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Task Description

Attention: Be aware of the languages required for your Simplex OSV
installation. Only the English language is installed by default, any other
language packages will have to be added after the Applications
reinstall. To find the languages used by the Applications, login to the
CMP and then navigate to Configuration > OpenScape Voice >
Administration > Media Servers > Languages. A popup window
titled 'Languages' will be presented; record and store the languages
listed in the 'Languages' popup.

IF you wish to restore the Simplex OSV data configuration as part of
the Applications reinstall, THEN create a data backup of the Simplex
OSV using the CMP (Common Management Platform). These
backups will be restored after the Applications reinstall. This data
backup will include the OSV and Applications configuration).

More details regarding backing up the OSV configuration data can be
found in the "OpenScape Vx Service Manual, Service Documentation"
(where x is the software release version). The appropriate section is
titted "Backup and Restore Via the CMP".

Attention: Data backups created from a Simplex OSV can only be
restored to the Simplex OSV if the Simplex OSV and its Applications
server are at that same software levels as when the backup was
created. Restoring a Simplex OSV data backup created at a different
OSV and/or Applications software level is not supported.

The backups should be archived to a local PC / external location. If the
default archive has been used, the backup set folder can be found
under "/var/siemens/backup”. IF the backup is stored to the default
archive, THEN be sure to copy the backup to a local PC/ external
location before proceeding to step 3 of this tasklist.

Record the location of the backup archive (server IP, file transfer mode,
path, and any credentials that may be required). This information will
be necessary if you choose to restore the configuration as part of the
Applications reinstall.

Any questions should be addressed to your next level of support.

Table 24 Uninstall and Reinstall a Simplex OSV Applications
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Task

Description

Backup the following files to an external location also;

a) Theresponsefile.ixt file used for the initial installation must also
be saved externally, as it will be used for the reinstallation of
the applications. The file is found on the Applications server at:

/enterprise/servicetools/install/conf/responsefile.txt

For the Applications reinstallation a new response file will be
generated. The responsefile.txt saved in step 3a) will be used
as a template for the new file and no deviations from the values
recorded in the saved responsefile.txt file are allowed. You
must know the following passwords to create the new
response file (and complete this Task List procedure);

1. The password of the Symphonia administrator.
2. The password of the Solid database administrator.

b) In case CLM (Customer License Manager) is installed, save
the file CiImSettings.xml file, which can be found under

/enterprise/clm/ApacheTomcat/CimSettings.xml

This file contains the access configuration for the CLM.

c) If your Applications employ the Executive - Assistant with
Cockpit feature, the source release '.eag' files must be backed
up to an external server for restoral after the upgrade. The files
are found on the Applications server at:

/enterprise/HiPathCA/WebSpace/Portal/webapps/eacockpit-
osc/WEB-INF

Attention: Make no changes to the configuration of these files.

After the successful backup, uninstall the Integrated Simplex
Applications. Refer to Section 5.2.3.7, “Uninstall the Integrated
Simplex Applications”, on page 422.

After the Applications are successfully uninstalled the node should be
configured to state 2 and rebooted. Referto Appendix K, “Configuring
the OSV Nodes for Shutdown”, on page 837.

After the node reboots and reaches state 4, RapidStat should be
executed to verify the node health.

Table 24
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Uninstall and Reinstall a Simplex OSV Applications
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Task

Description

After the RapidStat results are reviewed; IF it is decided the procedure
can continue THEN the Applications should be reinstalled. Refer to
Section 5.2.3, “Installation/Update Instructions for Integrated Simplex
Systems”, on page 408.

Execute subsections (Section 5.2.3.1 through Section 5.2.3.6) as
required for your Simplex OSV Applications installation.

Attention: For the Applications reinstallation a new response file will
be generated. The responsefile.txt saved in step 3a) will be used as a
template for the new file and no deviations from the values recorded in
the saved responsefile.txt file are allowed. You must know the
following passwords to create the new response file (and complete this
Task List procedure);

1) The password of the Symphonia administrator.
2) The password of the Solid database administrator.

The data backup archives created in step 2 of this Task List can only
be restored if the Simplex OSV and its Applications server are at that
same software levels as when the backup was created.

If the Applications installation was successful, the required languages
for this installation should have been recorded in step 2 of this Task
List. By default a fresh Applications install includes only the English
language, any other language packages have to be added after the
Applications reinstall. Install the additional language packages at
this time.

After the successful Applications reinstallation (and, if necessary,
additional language packages), RapidStat should be executed to verify
the node health. Any Errors or Warnings should be addressed.

After the RapidStat results are reviewed and it is decided the
procedure can continue;

IF the configuration backup from step 2 is being restored, THEN
proceed to step 10 of this Task List.

IF the configuration is NOT to be restored, THEN proceed to step
11 of this Task List.

Table 24
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Task

Description

10.

Restore the Simplex OSV data backup created in step 2 of this Task
List.

The location of the backup archive (server IP, file transfer mode, path,
and any credentials that may be required) should have been recorded
in step 2 of this procedure. This information is necessary to restore the
configuration of the Applications.

If you wish to use the default archive for this restoral action; the backup
can be transferred to the Applications server under "/var/siemens/
backup" path. The backup can now be restored from the default
archive.

More details regarding the restoral of the Simplex OSV configuration
data can be found in the "OpenScape Vx Service Manual, Service
Documentation" (where x is the software release version). The
appropriate section is titled "Backup and Restore Via the CMP". The
Simplex OSV data backup will include the OSV and Applications
configuration.

The Backup archives created in step 2 of this Task List can only be
restored if the Simplex OSV and its Applications server are at that
same software levels as when the backup was created. Restoring a
Simplex OSV data backup created at a different OSV and/or
Applications software level is not supported.

11.

Restore the files backed up in step 3 of this procedure;

a) The responsefile.txt should have been used as part of step 7 of
this Task List. Restoral of this file is not necessary.

b) In the case where the CLM (Customer License Manager) is
installed, the file CImSettings.xml file should be restored. The
file should be restored to the following path;

/enterprise/cim/ApacheTomcat/CimSettings.xml

This file contains the access configuration for the CLM.

c) Inthe case where the Applications employ the Executive -
Assistant with Cockpit feature, the source release '.eag' files
must be restored. The files should be restored to the following
path;

/enterprise/HiPathCA/WebSpace/Portal/webapps/eacockpit-
osc/WEB-INF

Table 24
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Task Description

12. IF the data backup WAS RESTORED in step 10, THEN RapidStat
should be executed to verify the node health. Any Errors or Warnings
should be addressed.

IF a data backup WAS NOT RESTORED in step 10, THEN proceed
to step 13 of this Task List.

13. Execute tests as necessary to verify the Applications restoral. Include
any tests required as per local operating procedures.

Table 24 Uninstall and Reinstall a Simplex OSV Applications

5.2.4 Updating using the CMP (Ul Patching) instead of
osc-setup

5.2.4.1 General Considerations

Apache Web Server certificates have a period validity of 1001 days.
This can cause an error to the functionality of Ul Patching resulting in loss of
connectivity between nodes.

The error encountered when executing prepareUpdate.sh is the following:

curl: (60) SSL certificate problem, verify that the CA cert
is OK. Details:

error:14090086:SSL
routines:SSL3_GET_SERVER_CERTIFICATE:certificate verify
failed

More details here: http://curl.haxx.se/docs/sslcerts.html

As a solution for this problem and if the certifcates contained under /etc/
apache2/ssl.crt/ are more than 1001 days old the following steps should be
followed:
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1. Execute /<SYMPHONIA_HOME>/servicetools/install/bin/
reconfigure_apache_certificates.sh firstinstall

2. Execute /<SYMPHONIA_ HOME>/servicetools/install/bin/
prepareUpdate. sh again

Attention: <SYMPHONIA HOME> is either /opt/siemens or /enterprise
depending on your deployment.

Attention: If you have used Ul Patching in V7R1 or in V7R2 and the update
to UC V7R3 has not been done with Ul patching,

or

if Ul patching is used for the first time in V7R3 or V9,

then you must run the following script to avoid the collapse of Ul patching in
V7R3 Build 10 HFx:

/enterprise/servicetools/install/bin/prepareUpdate.sh

Attention: Perform the Ul Patching process as described below.

Note: <SYMPHONIA_ HOME?> is either /opt/siemens or /enterprise depending on
your deployment.

The deployment scenarios that are covered by this documentation and that are
supported by updating via the CMP (Ul Patching) are the following:

* Integrated Deployment
¢ Small Deployment
e Large Deployment

* Very Large Deployment

Attention: Updating using the CMP (Ul patching) is only supported for an
OpenScape UC Application update but not for an upgrade.

Instead of updating the OpenScape UC Application by using the actual osc-
setup up command in a command line in OpenScape UC Application,
Installation and Upgrade, Installation Guide, "Updating to a new Fix Release" or
"Installing a Hotfix" you can update it by clicking on buttons in the CMP (Ul
Patching). This reduces the number of steps to be executed for Large
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Deployment and Very Large Deployment considerably, because only actions are
performed manually on the application computer but not the actual update steps
on the frontend computers and media server computers.

The feature “update via CMP (Ul Patching)” is always included in the OpenScape
Voice V9 setup but disabled by default. It must be activated by executing the
prepareUpdate. sh script (see below).

Note: You find further details of updating in the CMP in the administrator
documentation OpenScape Common Management Platform, Administration.

5.2.4.2 Procedure

This section describes the installation of a minor release and a HF.

Note: The following procedure covers updates from a minor release to a newer
minor release and hotfix in one step (see example 1) or a hotfix of the same
release (see example 2).

Example 1: Update from OpenScape UC Application VOR2 HFO0 to VOR3 HF1
Example 2: Update from OpenScape UC Application VOR2 HF9 to VOR2 HF10

In this section, perform all command invocations in command lines on the
application computer.

1. Ensure that the instructions given in OpenScape UC Application V9,
Installation and Upgrade, chapter Update and Upgrade Preparations have
been carried out.

If an HTTP proxy is configured for the application computer, the frontend
computers, the media server computers and for other computers, these settings
must be restricted to such an extent that the application computer, the frontend
computers and the media server computers do not use an HTTP proxy when
communicating with each other. To do this, execute either step 2 on page 431
(use of YaST) or step 3 on page 432 (editing the /etc/sysconfig/proxy file).

2. Execute the following sub-steps:
a) Execute the yast command.

b) Open the Network Services > Proxy.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 431



Installing the OpenScape Applications
Installation Instructions for Applications Servers

432

c) Add the fully qualified domain names of the application computer, the
frontend computers and the media server computers in the No Proxy
Domains field.

Note: You receive the FQDN of a computer by executing the hostname -f
command on this computer.

d) Select Finish.

e) Select Quit.

f) Continue with step 4 on page 432.
Execute the following sub-steps:

a) Openthe /etc/sysconfig/proxy file in an editor, for example:
vi /etc/sysconfig/proxy

b) Add the fully qualified domain names (FQDN) of the application computer,
the frontend computers and the media server computers to the value of
the NO_PROXY parameter.

Note: You receive the FQDN of a computer by executing the hostname -f£
command on this computer.

c) Save the /etc/sysconfig/proxy file
d) Continue with step 4 on page 432.

Open Maintenance > Inventory > Nodes & Applications > Applications >
OpenScape UC in the CMP. Click on the small triangle to the right of
OpenScape UC and select Software activation....

The feature “update via CMP (Ul patching)” is not yet activated.

This feature is not yet activated.

Note: See the administrator documentation OpenScape Common
Management Platform Administration for details about the software
activation.

Log on with user name root in a command line on the application computer.

Perform the activation:

bash /opt/siemens/servicetools/install/bin/prepareUpdate.sh

Example output:
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2012/03/28-19:52:33 # INFO = #################### EXECUTION OF /opt/siemens/
servicetools/install/bin/prepareUpdate.sh STARTS #######H#4H#dH#S#H###4HH

2012/03/28-19:52:33 #
2012/03/28-19:52:33 #
2012/03/28-19:52:33 #

YUM repository setup
2012/03/28-19:
2012/03/28-19:
2012/03/28-19:
2012/03/28-19:
2012/03/28-19:

OSCupdate.

2012/03/28-19:

OSbase.

2012/03/28-19:

52:
52:
52:
52:
52:

52:

52:

33

33

HE 3 3 $E 3

#

INFO
INFO
INFO

INFO
INFO
INFO
INFO
INFO

INFO

INFO

last run was unsuccessful)

2012/03/28-19:
2012/03/28-19:
2012/03/28-19:

user

2012/03/28-19:

repositories

2012/03/28-19:
2012/03/28-19:
2012/03/28-19:
2012/03/28-19:

activation

2012/03/28-19:

52:
52:
52:

52:
52:
52:
52:
52:

52:

33
33
33

33

33

#
#
#

S

#

INFO
INFO
INFO

INFO
INFO
INFO
INFO
INFO

INFO

Reading deployment from response file

Deployment StandardDuplexSmall is supported, continue...
Local path to installation media is not specified, skip
Reading backend node (BE) info: 10.235.200.23
No frontend nodes (FE) found

No media server nodes (MS) found
Checking for YUM repositories...

0OSC Update repository does not exist, create directory /

0OSC Base repository does not exist, create directory /

Feature is not activated (prepare run for first time or

Checking if trusted ssl connections already exist...
Only BE node found, no FE/MS to check trusted connections
Allo ‘sym’ user run updateAllNodes.sh script as ‘root’

Http configuration file created to setup base/update

Http configurations applied successfully

HTTP access to /0SCbase repository verified

HTTP access to /0OSCupdate repository verified

Feature installed successfully, create lock file to mark

= AR EXECUTION OF /opt/siemens/

serv1cetools/1nsta11/bln/prepareUpdate sh ENDED SUCCESSFULLY #######t##H#4#4##4#4444

You can check the /var/siemens/common/log/install/
uipatching/prepareUpdate.log file for more details.

If you use syncUC as fallback solution (see OpenScape UC Application V9,
Installation and Upgrade, chapter Preparing to the syncUC Fallback), we
recommend activating the check box Synchronize Active to Passive
partitions in the Synchronize section of the CMP. When you do this, the
active partition is automatically copied to the passive partition before the
update to be prepared for a fallback.

Both minor releases and hotfixes are provided through I1SO files.

Example:

HF:

OpenScapeUcSuiteApps_ PATCH-<version>.iso
Minor Release:

OpenScapeUcSuiteApps-Repository-<version>.iso

Administrators can either update to a minor release or hotfix by providing the
absolute path of the ISO file into the field "Path"
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For example
HF update

/mnt/DVD_1iso/HP8K_V9_R2/OpenScapeUcSulteApps_PATCH-
VI9R2.0.5-030005.1is0

For example

Minor release update VOR1->VIR2
/mnt/DVD_iso/HP8K_V9_R2/Build_3/OpenScapeUcSuitelApps-
Repository-V9R2.0.0-030000.1is0o

Administrators can also perform a direct (one step) update to a hotfix and
minor release by providing the repository ISO "of the minor release" in the
"Build Path" and the HF ISO in the "Hotfix Path".

For example
Build Path:

/mnt/DVD_1iso/HP8K_V9_R2/Build_3/OpenScapeUcSuiltelApps-
Repository-V9R2.0.0-030000.1is0

Hotfix Path:

/mnt/DVD_iso/HP8K_V9_R2/OpenScapeUcSuiteApps_PATCH-
V9R2.0.5-030005.1is0

Note: Mount the ISO file according to the following example:

mount -o loop <path>/OpenScapeUcSuiteApps-PATCH-<version>.iso /mnt

434

IMPORTANT: Only USB sticks that are formatted with a file system that is
natively supported by SLES (ext3, ext2, FAT32, reiserfs etc.) are supported.
All ISO installation files are smaller than 4 GB and can thus be processed by
FAT32.

a) List all sd devices:

1ls /dev/sd*
Example output:

/dev/sda /dev/sdal /dev/sda2 /dev/sda3
b) Connect the USB stick to the computer.
c) List all sd devices once again:

1ls /dev/sd*
Example output:
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/dev/sda /dev/sdal /dev/sda2 /dev/sda3 /dev/sdf /dev/sdfl

The connected USB stick makes the difference between the two outputs.
In this example it is a USB stick (sdf) with one partition (sdf1). If the USB
stick had several partitions, sdf2, sdf3 etc. would also be put out.

You can also use the fdisk -1 command. If a device is connected to
the USB interface, the line /dev/sdxx of this command's output shows
the connected USB device.

d) Ifthe /media directory does not exist yet, create it:
mkdir /media

e) Mount the USB stick.
Example:
mount /dev/sdfl /media

f) If the /mnt directory does not exist yet, create it:
mkdir /mnt

9. Click on Start in the CMP.

10. Click on the OK button.

IMPORTANT: Your CMP session is closed. All components of the
OpenScape UC Application on the application computer and - if available - on
the frontend and media server computers are shut down.

11. Enter the following command in a command line on the application computer:

tailf /var/siemens/common/log/install/uipatching/updateAllNodes.log
The last lines of this log file are always displayed.

12. Wait for the following message that indicates the successful update:

...Execution of script /opt/siemens/servicetools/install/bin/updateAllNodes.sh ended
(exit code 0)

13. Remove the repository in osc-setup by entering the following command in a
command line on the application computer:

osc-setup cr -clean

14. After a login, the CMP indicates the successful performance.

Information

UCWL-BE[BACKEND ):Symphonia started successfully after successful update

UCWL-FE(FRONTEMD):Symphonia started successfully after successful update ~
UCWL-FE2{FRONTEND): Symphonia started successfully after successful update
UCWL-FE3{FRONTEND): Symphonia started successfully after successful update
UCWL-M3{MEDIASERWER): Symphonia started successfully after successful updats
UCWL-MS2(MECIASERVER): Symphonia started successfully after successful update
UCWL-MS3(MECIASERVER): Symphonia started successfully after successful update
UCWL-MI{MUANCE): Nuance started successfully

UCWL-MS2(NUANCE):Nuance started successfully
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5.2.5 Installation/Update Instructions for Media
Server Standalone

Attention: If an Applications Installation, Update or Upgrade failure should occur,
and there are any questions regarding the Applications server(s) status or
recovery, contact your next level of support for assistance.

Attention: An external (offboard) CMP has a Survival Authority component that
is included as part of the CMP Applications software installation. The Standalone
Survival Authority snmpreceiver rpm IS NOT intended for installation on a CMP.
Installation of the Standalone Survival Authority rpm on a CMP will negatively
impact the CMP snmpreceiver functionality.

The SNMPReciever should only be installed in the case of a Standalone
Survival Authority as described in Section 5.3, “Starting and Stopping the
OpenScape Applications”, on page 484.

Any questions should be addressed to your next level of support.

Attention: Refer to the OpenScape Applications release notes for the latest
updates to the OpenScape Applications. Carefully review the Installation
Prerequisites section of the OpenScape Applications release note for any
activities that might be required before creating the response files.

Attention: For offboard (external) Applications servers the OpenScape UC
Application components are installed by osc-setup (NOT zypper or yast). Only
use zypper or yast to install the osc-setup RPM package.

For media server announcement and treatments, refer to OpenScape Voice Vx
Administration, Administrator Documentation (where x is the software release
version), the section titled Media Services.

For media server hardware requirements, refer to OpenScape Media Server Vx
Administrator Documentation (where x is the software release version).

For Prefix Access Code (PAC) information, refer to Section D.2, “How to Add/
Delete Default Unify PACs for Vertical Services”, on page 714.

A Standalone Media Server deployment which can be installed for a Joint
Interoperability Test Command (JITC) solution is available. An additional
parameter must be added into a knut.responsefile to activate the
MediaServerStandalone deployment.
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The parameter is: SI_MEDIASERVER_MODE=mgcponly

Add the parameter manually at the end of the knut.responsefile file
MediaServerStandalone scenario deployment.

This will automatically remove some unnecessary providers, for example SIP, CTI
and MS Tomcat from the MediaServerStandalone deployment.

After the MediaServerStandalone installation has ended, run the related
hardening scripts manually on the server. Follow the steps below:

1. Go to: cd /opt/siemens/mediaserver/application_host/tools/
2. unzip hardening.zip
3. cd hardening

4. chmod -R a+x *

5. sh execute.sh

6. reboot the MediaServerStandalone server

Note: After applying manually the hardening scripts, you can login remotely using
the putty tool with the credentials:

username = sysad

password = 1clENtk=

If needed later, you can change to 'root' user with the following credentials:
$ sudo su
default password for root user is: T@R63dis

You can also login via the console of the physical/virtual server itself with the
credentials:

username = root

password = T@R63dis

5.2.5.1 Prepare the Installation Medium of a Standalone Media
Server

To prepare the Standalone Media Server environment for the installation, please
refer to Section 5.2.10, “Providing a Setup Medium for the Applications”, on page
455.

Section 5.2.10 will guide you through the preparation of the media for installation.
At the end of Section 5.2.10 a link back to Section 5.2.5.2, “Response File for
Media Server Standalone deployments”, on page 438 is provided.
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5.2.5.2 Response File for Media Server Standalone
deployments

Note: Before creating response files, ensure that the customer administrator or
representative has provided you with the necessary configuration data.

Execute the following steps to create a response file for the application computer.

All commands should be executed as the user root.

1.

Change directory to the installation repository created in step 6 on page 464
of Section 5.2.10.4, “Finish the Installation Medium Setup”, on page 462 and
then copy the appropriate response file to the /root path. In the examples of
this guide the path was "/software/tmpREPO"

# cd /software/tmpREPO

# cp templates/
knut .responsefile.txt.templ MediaServerStandalone /root/
knut .responsefile.txt

Attention: Copy the file as specified to the directory named /root but not to
the Root directory /.

Open the response file with an editor (for example with vi):

vi /root/knut.responsefile.txt
Look for the following line:

SI_SYMPHONIA_ADMIN_PASSWORD=<PLACEHOLDER_symphonia_admin_pass
word>

Replace <PLACEHOLDER_symphonia_admin_password> with the
password of the Symphonia administrator.

Note: This password must comply with the security policies, which are
defaulted as follows:

- At least 8 characters

- At least one special character

- At least one number

- At least one capital letter

- Not more than 3 identical characters in a row

Look for the following line:

SI_COMMUNITY_ NAME=<PLACEHOLDER community name>
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Replace <PLACEHOLDER_community_name> with the community name.

Attention: The Community has nothing to do with SNMP.

Capital letters, small letters and underscore are permitted. The latter must not
appear at the beginning or end of the name. The corresponding regular
expression reads as follows: [A-7a-720-9] [A-Za-Z0-9_]1*[A-Za-Z0-9]

5. Look for the following line:

SI_PRIMARY NODE_HOST=<PLACEHOLDER hostname>

Replace <PLACEHOLDER_hostname> with the fully qualified domain name
(FQDN) or the IP address of the Media server Standalone. We recommend
using the FQDN.

6. Look for the following line:
SI_LOCAI,_HOST=<PLACEHOLDER_ hostname>

Replace <PLACEHOLDER_hostname> with the fully qualified domain name
(FQDN) or the IP address of the Media server Standalone. We recommend
using the FQDN.

7. Look for the following line:
SI_ DB HOST=<PLACEHOLDER hostname>

Replace <PLACEHOLDER_hostname> with the fully qualified domain name
(FQDN) or the IP address of the Media server Standalone. We recommend
using the FQDN.

8. Look for the following line:

SI_DB_LOGON_PASSWORD=<PLACEHOLDER_dbms_dba_password>

Replace <PLACEHOLDER_dbms_dba_password> with the password of the
Solid database administrator. It must not be the default password (dba).
Employ a secret, complex string of characters for the database password.

9. If the response file is created for an upgrade scenario, in which the
applications database has to be migrated from an older release to a new
release, proceed as follows:

a) Look for the following line:
SI_FW_DB MIGRATION=false

b) Set the migration flag to "true":
SI_FW_DB_MIGRATION=true

10. Verify response file on the node. Change directory to the installation
repository and run the checkResponsefileOnLocalNode.sh script. For our
example case;

# cd /software/tmpREPO
# sh support/checkResponsefileOnLocalNode.sh
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11. Ensure that the response file is saved and kept in a safe location. The
response file is not currently contained in the system backup sets, but it is
needed to rebuild the system during a crash recovery.

Note: The restore mechanism uses the database administrator password
from the original system, where the backup was taken, to access the Solid
database. If this password is not known, no recovery is possible. This
password is defined in the response file and that is why the created response
file must be backed up in a safe location.

5.2.5.3 Installing Media Server Standalone

Information regarding Offboard (external) Apps servers backups can be found in;

e Documentation OpenScape UC Application Vx, Installation and Upgrade,
Installation Guide, Section "Installing and Configuring the Computer and
Operating System" (where x is the software release version), (for the Media
Server and Multiple Communication Deployments)

e OpenScape UC Application Vx Configuration and Administration (where x is
the software release version), (for the Media Server and Multiple
Communication Deployments)

The syncUC script can be used for backing up the current version of Applications
to a 'passive' or Fallback partition of your server hard drive. This script can only
be employed if your Offboard (external) Apps server was installed in V7 or higher
or upgraded to V7 or higher. For more information regarding syncUC, refer to
Section 5.2.16, “syncUC”, on page 478.

Attention: When using syncUC with the "Multiple Communication Admin Server"
or "Media Server Standalone" Applications deployments; the recommended disk
sizing is 2 x 300GB in RAID-1 configuration.

By default, the installation only includes the English language. It is necessary to
install any other language packages after the installation. If your installation
requires additional languages please refer to Section 5.2.5.4, “Adding
Additional Packages/Languages”, on page 442. Any questions should be
addressed to your next level of support.
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1. From the installation repository, execute the following commands to install the
Applications on the server.

These commands should be executed as the user root.

Note: The path "/software/tmpREPQO" is taken from the command examples
provided in Section 5.2.10.4, “Finish the Installation Medium Setup”, on
page 462, step 6 on page 464.

Command examples;

# cd /software/tmpREPO
# osc-setup in OpenScapeUC_MediaServerStandalone

2. In case of an error, always select the option "despite the inferior
architecture". Example given:

Problem: OpenScapeUC_Large MS-6.0_1.0.0-007.noarch requires
OpenScapeUC_Large_MS, but this requirement cannot be provided

uninstallable providers: OpenScapeUC_Small-6.0_1.0.0-
007 .noarch[270£fc4d9389754e36bbddbe2a725408d]

Solution 1: Following actions will be done:

install symphonia-6.0_1.5.0-058.1i586 despite the inferior
architecture

install symphonia-jre-ibm-6.0.9.2-4.1386 despite the
inferior architecture

Solution 2: do not install OpenScapeUC_Large MS-6.0_1.0.0-
007 .noarch

Solution 3: break OpenScapeUC_StandardDuplexSmall by ignoring
some of its dependencies

Choose from above solutions by number or cancel [1/2/3/c]
(c):

3. Type 1 and press Enter.

4. When the 'Continue’ prompt is presented push the 'y’ key and then the return
key. Example given;
72 packages to upgrade.

Overall download size: 724.7 MiB. After the operation, 17.7
MiB will be freed.

Continue? [y/n/?] (y): ¥y

Note: The typical installation takes approximately one hour.
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5. Check for any newer Applications patch sets or HotFixes and install them

according to the corresponding release notes (if applicable).

Attention: If more packages are required for your install (i.e.; languages
besides English), do not execute step 7 until Section 5.2.5.4, “Adding
Additional Packages/Languages”, on page 442 is reviewed. Any
questions should be addressed to your next level of support.

Start the OpenScape Applications;

# /etc/init.d/symphoniad start

The file osgi.log can be monitored for error messages while symphoniad
starts (or restarts). After executing a 'symphoniad start' or 'symphoniad
restart’ command there is a period of time in which the applications services
are set into operation. As user root the applications services startup can be
monitored by the following command:

For integrated applications servers;
tailf /log/osgi.log

For External (offboard) applications servers;
tailf /var/siemens/common/log/osgi.log

Monitor the file osgi.log for the services startup sequence. When the osgi.log

"k

file reports "* Start processing all bundles done.* " the system is ready. The
startup sequence should not have been interrupted by error messages. The
file osgi.err (located in the same path as the osgi.log file) should be empty
also.

Press 'ctrl+c’ to exit the tail function.

Questions should be addressed to your next level of support.

If the installation process is complete the system should be cleaned of ISOs
and repositories. Please refer to Section 5.2.11, “Cleaning up the
Repositories”, on page 467.

5.2.5.4 Adding Additional Packages/Languages

Please refer to Section 5.2.15, “Adding Additional Packages/Languages -
Offboard (External) Apps Server”, on page 476.

5.2.5.5 Update Media Server StandAlone

Please refer to Section 5.2.13, “Apply an Update - Offboard (External) Apps
Server”, on page 469.
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5.2.5.6 Installing a HotFix - Media Server StandAlone

Please refer to Section 5.2.14, “Installing a HotFix - Offboard (External) Apps
Server”, on page 472.

5.2.5.7 Uninstall the Media Server Applications

Currently there is no generally available method to remove the External
Applications Server (OffBoard) Applications.

If the removal of the Applications is necessary please contact your next
level of support.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 443



Installing the OpenScape Applications
Installation Instructions for Applications Servers

444

5.2.6 Installation/Update Instructions for Multiple
Communications Server Admin deployment

Attention: If an Applications Installation, Update or Upgrade failure should occur,
and there are any questions regarding the Applications server(s) status or
recovery, contact your next level of support for assistance.

The Multiple Communications Server Admin Applications deployment can
administer 10 OpenScape Voice systems. An snmpreceiver installed with the
applications server software allows this deployment to act as a Survival
Authority for the monitored OSV systems. For more Survival Authority details,
refer to Section 6.4, “Survival Authority on the CMP”, on page 504.

The Multiple Communications Server Admin deployment does not support
UC services/features. Standard Duplex Large or Small Applications server
deployments do support UC services/features. More information on these
deployments can be found in the document "OpenScape UC Application VXx,
Installation and Upgrade, Installation Guide" (where x is the software release
version).

Attention: An external (offboard) CMP has a Survival Authority component that
is included as part of the CMP Applications software installation. The Standalone
Survival Authority snmpreceiver rpm IS NOT intended for installation on a CMP.
Installation of the Standalone Survival Authority rpm on a CMP will negatively
impact the CMP snmpreceiver functionality.

The SNMPReciever should only be installed in the case of a Standalone
Survival Authority as described in Section 6.5, “Installing a Standalone

Survival Authority”, on page 507.

Any questions should be addressed to your next level of support.

Note: For media server announcement and treatments, refer to OpenScape
Voice Vx Administration, Administrator Documentation (where x is the software
release version), the section titled Media Services.

For media server hardware requirements, refer to OpenScape Media Server Vx
Administrator Documentation (where x is the software release version).

For Prefix Access Code (PAC) information, refer to Section D.2, “How to Add/
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Delete Default Unify PACs for Vertical Services”, on page 714.

Attention: Refer to the OpenScape Applications release notes for the latest
updates to the OpenScape Applications. Carefully review the Installation
Prerequisites section of the OpenScape Applications release note for any
activities that might be required before creating the response files.

Attention: For offboard (external) Applications servers the OpenScape UC
Application components are installed by osc-setup (NOT zypper or yast). Only
use zypper or yast to install the osc-setup RPM package.

A new MCSA Secure deployment is available which can be installed for Joint
Interoperability Test Command (JITC) solution. The Multiple Communications
Server Admin Secure deployment delivers the OSV Assistant tool. Related
MediaServer / UC functionality is not supported/delivered with this deployment.

Note: During Multiple Communications Server Admin Secure deployment
installation, the related hardening scripts run automatically on the server during
the installation job (at the end).

You can remotely login using the putty tool with the credentials;
username = sysad
password = 1clENtk=

If needed later, you can change to 'root' user with
$ sudo su
default password for root user is: T@R63dis

One can login also via the physical/virtual server itself console with the
credentials:

username = root

password = T@R63dis

5.2.6.1 Providing a Server Standalone Setup Medium

To prepare the Multiple Communications Server environment for the installation
please refer to Section 5.2.10, “Providing a Setup Medium for the Applications”,
on page 455.
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Section 5.2.10 will guide you through the preparation of the media for installation.
At the end of Section 5.2.10 a link back to Section 5.2.6.2, “Response File for
Multiple Communication Server Administration deployments” is provided.

5.2.6.2 Response File for Multiple Communication Server
Administration deployments

Note: Before creating response files, ensure that the customer administrator or
representative has provided you with the necessary configuration data.

Execute the following steps to create a response file.

All commands should be executed as the user root.

1.

Change directory to the installation repository created in step 6 on page 464
of Section 5.2.10.4, “Finish the Installation Medium Setup”, on page 462 and
then copy the appropriate response file to the /root path. In the examples of
this guide the path was "/software/tmpREPQO"

# cd /software/tmpREPO

# cp templates/knut.responsefile.txt.templ Multiple
CommunicationServerAdmin /root/knut.responsefile.txt

Attention: Copy the file as specified to the directory named /root but not to
the Root directory /.

Open the response file with an editor (for example with vi):
vi /root/knut.responsefile.txt
Look for the following line:

SI_SYMPHONIA_ADMIN_ PASSWORD=<PLACEHOLDER_symphonia_admin_pass
word>

Replace <PLACEHOLDER_symphonia_admin_password> with the
password of the Symphonia administrator.

Note: This password must comply with the security policies, which are
defaulted as follows:

- At least 8 characters

- At least one special character

- At least one number

- At least one capital letter

- Not more than 3 identical characters in a row

Look for the following line:
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SI_COMMUNITY_ NAME=<PLACEHOLDER_ community name>
Replace <PLACEHOLDER_community_name> with the community name.

Attention: The Community has nothing to do with SNMP.

Capital letters, small letters and underscore are permitted. The latter must not
appear at the beginning or end of the name. The corresponding regular
expression reads as follows: [A-7a-70-9] [A-Za-Z0-9_]1*[A-Za-70-9]

Note: The value you assign to SI_COMMUNITY NAME must be the same in
allknut . responsefile.txt files on all computers (application, front-end
and Media Server computers).

5. Look for the following line:

SI_PRIMARY_ NODE_HOST=<PLACEHOLDER_ hostname>

Replace <PLACEHOLDER _hostname> with the fully qualified domain name
(FQDN) or the IP address of the Multiple Communications Server. We
recommend using the FQDN.

6. Look for the following line:
SI_LOCAL_HOST=<PLACEHOLDER_ hostname>

Replace <PLACEHOLDER _hostname> with the fully qualified domain name
(FQDN) or the IP address of the Multiple Communications Server. We
recommend using the FQDN.

7. Look for the following line:
SI_DB_HOST=<PLACEHOLDER_hostname>

Replace <PLACEHOLDER _hostname> with the fully qualified domain name
(FQDN) or the IP address of the Multiple Communications Server. We
recommend using the FQDN.

8. Look for the following line:

SI_DB_LOGON_PASSWORD=<PLACEHOLDER_dbms_dba_password>

Replace <PLACEHOLDER_dbms_dba_password> with the password for the
admin user "dba". It must not be the default password (dba). Employ a
secret, complex string of characters for the database password.

9. If the response file is created for an upgrade scenario, in which the
applications database has to be migrated from an older release to a new
release, proceed as follows:

a) Look for the following line:
SI_FW_DB_MIGRATION=false

b) Set the migration flag to "true":

SI_FW_DB_MIGRATION=true
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10. Verify response file on the node. Change directory to the installation
repository and run the checkResponsefileOnLocalNode.sh script. For our
example case;

# cd /software/tmpREPO
# sh support/checkResponsefileOnLocalNode.sh

11. Ensure that the response file is saved and kept in a safe location. The
response file is not currently contained in the system backup sets, but it is
needed to rebuild the system during a crash recovery.

Note: The restore mechanism uses the database administrator password
from the original system, where the backup was taken, to access the Solid
database. If this password is not known, no recovery is possible. This
password is defined in the response file and that is why the created response
file must be backed up in a safe location.

5.2.6.3 Installing Multiple Communications Server

Information regarding Offboard (external) Apps servers backups can be found in;

e Documentation OpenScape UC Application VX, Installation and Upgrade,
Installation Guide, Section "Installing and Configuring the Computer and
Operating System" (where x is the software release version), (for the Media
Server and Multiple Communication Deployments)

e OpenScape UC Application Vx Configuration and Administration (where x is
the software release version), (for the Media Server and Multiple
Communication Deployments)

The syncUC script can be used for backing up the current version of Applications
to a 'passive’ or Fallback partition of your server hard drive. This script can only
be employed if your Offboard (external) Apps server was installed in V7 or higher
or upgraded to V7 or higher. For more information regarding syncUC, refer to
Section 5.2.16, “syncUC”, on page 478.

Attention: When using syncUC with the "Multiple Communication Admin Server"
or "Media Server Standalone" Applications deployments; the recommended disk
sizing is 2 x 300GB in RAID-1 configuration.

By default the installation only includes the English language. It is necessary to
install any other language packages after the installation. If your installation
requires additional languages please refer to Section 5.2.5.4, “Adding
Additional Packages/Languages”, on page 442. Any questions should be
addressed to your next level of support.
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1. From the installation repository, execute the following commands to install
the Applications on the server.

These commands should be executed as the user root.

Note: The path "/software/tmpREPQO" is taken from the command examples
provided in Section 5.2.10.4, “Finish the Installation Medium Setup”, on page
462, step 6 on page 464.

Command examples;

# cd /software/tmpREPO
# osc-setup in OpenScapeUC_MultipleCommunicationServerAdmin

2. In case of an error, always select the option "despite the inferior
architecture". Example given:

Problem: OpenScapeUC_Large MS-6.0_1.0.0-007.noarch requires
OpenScapeUC_Large_MS, but this requirement cannot be provided
uninstallable providers: OpenScapeUC_Small-6.0_1.0.0-

007 .nocarch[270£c4d9389754e36bbddbe2a725408d]

Solution 1: Following actions will be done:

install symphonia-6.0_1.5.0-058.1i586 despite the inferior
architecture

install symphonia-jre-ibm-6.0.9.2-4.1386 despite the
inferior architecture

Solution 2: do not install OpenScapeUC_Large MS-6.0_1.0.0-
007 .noarch

Solution 3: break OpenScapeUC_StandardDuplexSmall by ignoring
some of its dependencies

Choose from above solutions by number or cancel [1/2/3/c] (c¢):
3. Type 1 and press Enter.
4. When the 'Continue’ prompt is presented select 'y’ and then the Enter/return
key. Example given;
72 packages to upgrade.

Overall download size: 724.7 MiB. After the operation, 17.7
MiB will be freed.

Continue? [y/n/?] (y): ¥y

Note: The typical installation takes approximately one hour.
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5. Check for any newer Applications patch sets or HotFixes and install them
according to the corresponding release notes (if applicable).

Attention: If more packages are required for your install (i.e.; languages besides
English) do not execute step 7 on page 450 until Section 5.2.5.4, “Adding
Additional Packages/Languages”, on page 442 is reviewed. Any questions
should be addressed to your next level of support.

6. Start the OpenScape Applications;

# /etc/init.d/symphoniad start

The file osgi.log can be monitored for error messages while symphoniad
starts (or restarts). After executing a 'symphoniad start' or 'symphoniad
restart' command there is a period of time in which the applications services
are set into operation. As user root the applications services startup can be
monitored by the following command:

For integrated applications servers;
tailf /log/osgi.log

For External (offboard) applications servers;
tailf /lvar/siemens/common/log/osgi.log

Monitor the file osgi.log for the services startup sequence. When the osgi.log
file reports "* Start processing all bundles done.* " the system is ready. The
startup sequence should not have been interrupted by error messages. The
file osgi.err (located in the same path as the osgi.log file) should be empty
also.

Press 'ctrl+c' to exit the tail function.

Questions should be addressed to your next level of support.

7. If the installation process is complete the system should be cleaned of ISOs
and repositories. Please refer to Section 5.2.11, “Cleaning up the
Repositories”, on page 467.

5.2.6.4 Adding Additional Packages/Languages

Please refer to Section 5.2.15, “Adding Additional Packages/Languages -
Offboard (External) Apps Server”, on page 476.

5.2.6.5 Update Multiple Communications Server

Please refer to Section 5.2.13, “Apply an Update - Offboard (External) Apps
Server”, on page 469.
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5.2.6.6 Installing a HotFix - Multiple Communications Server

Please refer to Section 5.2.14, “Installing a HotFix - Offboard (External) Apps
Server”, on page 472.

5.2.6.7 Remote Access for srx Account

Verify the OpenScape Voice servers' /etc/security/access.conf file is configured
to allow remote access for user srx from the External Applications server. Refer
to Section 4.5.2, “Verify Remote Access for srx Account in a Standard Duplex”,

on page 339" (a link back to this section is provided).

5.2.6.8 Survival Authority on the Multiple Communications
Server Admin deployment

The snmpreceiver is installed with the applications server software in this
deployment. This applications deployment can also act as a Survival Authority
for the monitored OSV systems. For more details regarding the Survival
Authority on a CMP, refer to Section 6.4, “Survival Authority on the CMP”, on page
504.

5.2.6.9 Uninstall the Multiple Communications Server Admin
Applications

Currently there is no generally available method to remove the External
Applications Server (OffBoard) Applications.

If the removal of the Applications is necessary please contact your next
level of support.

5.2.7 Configuring the OSV Connectivity in CMP

Configure the CMP as follows:

1. Log in as administrator (provide the ADMIN_PASSWORD specified in the
response file) to the CMP with the link:

https://<applications server IP address>/management
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2. On the CMP home page, select the Configuration tab, click OpenScape

Voice, click the General icon, click Switches, and click Add. The Add Switch
screen is displayed.

Note: OpenScape Voice was formerly known as HiPath 8000. References to
HiPath 8000 in the following example are equivalent to OpenScape Voice.

On the Add Switch screen, place a check in the Use cluster name box, type
the node1 IP address, type the srx password, and click SAVE.

Note: If configuring UC applications proceed with step 4 other wise move
onto Section 5.2.8, “Activating IPSec Between OpenScape Voice and the
External Applications Server”, on page 453.

To configure bcom (CSTA) access to OpenScape Voice: Select the
Configuration tab, click Unified Communications, click Connections, click
OS Voice.

The OpenScape Voice Switch Connections window is presented. Select the
Add button.

The Add OpenScape Voice Connection window is presented.

a) Update/verify the OpenScape Voice parameters Switch and Version
parameters (required).

b) Update/Verify the CSTA access configuration IP Address and Port
parameters (required).

c) Update/Verify the BCOM configuration Node parameter (required).

d) Update/Verify the SOAP access config configuration IP Address and
Port parameters (required).

e) Click the SAVE button.

f) If more CSTA server connections are required repeat 4a) through 4e),
otherwise click Close.

Complete the office codes: Select the Configuration tab, click Unified
Communications, click Devices, then Office Codes. The Office Codes
window is presented. Under the "List of all Office Codes", select your Comm.
System (OSV system) from the drop down list.

A list of the imported office codes is displayed. Click an Office Code to edit it.
An Edit Office Code dialog box is opened.

Note: OpenScape Voice was formerly known as HiPath 8000. References to
HiPath 8000 in the following example are equivalent to OpenScape Voice.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide



Installing the OpenScape Applications
Installation Instructions for Applications Servers

6. This completes the OSV to CMP connectivity process. For more information
on the OpenScape UC configuration refer to the "OpenScape UC Application
V7x Configuration and Administration, Administrator Documentation" (where
x is the current version) section titled "System Configuration". Review these
three sections and then begin the UC configuration:

¢ Configuration requirements - Not all requirements may be applicable to
your system.

¢ Overview of the Configuration process.

¢ Configuration Checklist - Configuration of individual UC features are
detailed. In this way the OpenScape UC environment can be customized
to your needs.

5.2.8 Activating IPSec Between OpenScape Voice and
the External Applications Server

Refer to Appendix |, “IPSec Configuration” for the procedure to activate IPSec
between OpenScape Voice and external Applications Server. The Appendix
contains a link back to this page.

5.2.9 Configuring Billing Servers and Billing Clients

The billing records are stored on the OSV servers but they have to be deleted
after a period of time due to limited disk space on the OSV servers. In general,
customers prefer using external billing servers for storing the billing records rather
than having them stored on the OSV servers. The OSV servers use "push”
operation to transfer the billing records to the external billing servers.
Alternatively, an external billing client uses a "pull" operation to transfer the billing
records from the OSV servers to a billing server.

SFTP protocol (Secure FTP) is used for transferring billing records.

5.2.9.1 Configure Billing Servers

—_

Login to CMP web page.

Navigate to Configuration > OpenScape

From the dropdown menu, select your OSV switch.

Click on Administration icon > General Settings > CDR

CDR Delivery Method: Push

o o &~ w0 N

FTP Control Port: 21
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7. IP Address or FQDN: Specify IP Address or FQDN of billing server.
8. Username: Specify SFTP user name of billing server.

9. Password: Specify SFTP password of billing server.

10. Confirm Password: Retype the same password of previous field.

If a backup billing server is used, specify the required information for the required
fields similar to the above.

If there is only one billing server (no physical backup server), configure the
backup server using the same values defined for the primary billing server.

Never leave the backup server undefined as this prevents the OSV server from
being persistent in pushing billing records after a single transfer error.

Additionally, the external billing server has to be configured to allow the OSV
servers to login using SFTP protocol to push the billing records onto the billing
server. Refer to the external billing server's documentation for more information.

Note: Static routes for the billing server and the backup billing server are needed
to transfer data over the billing subnet. Starting in V7, the IFgui in Update mode
can be used to add static routes without causing an OpenScape Voice server
outage. For details refer to Appendix C, “Updating the Node.cfg File (Also Known
as EZIP)”. Alternatively, the ManageRoutes.pl (/etc/hiq8000/ManageRoutes.pl)
script can be employed to Update (Add or Delete) static routes in the OpenScape
Voice systems while the system is in state 2, 3 or 4. The script is node specific,
meaning only updates to the OpenScape Voice configuration data and O/S route
data on the current node will take place. On a cluster system the command
should be repeated on the other node. As user root, enter this command from the
OpenScape Voice server command line (the resulting output is quite extensive
and can be copied for future reference);

# letc/hiq8000/ManageRoutes.pl -info

5.2.9.2 Configure Billing Clients

1. Login to CMP web page.

Navigate to Configuration > OpenScape

From the dropdown menu, select your OSV switch.

Click on Administration icon > General Settings > CDR

CDR Delivery Method: Pull

o a0 &~ N

PISN ID: Click on the Generate PISN ID button to generate a PISN ID.
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7. 1P Address or FQDN: Specify IP Address or FQDN of billing client.

If a backup billing client is used, specify the required information for the required
fields similar to the above.

Additionally, external billing clients such as OpenScape Accounting or HiPath AM
must be configured to use SFTP protocol to pull the billing records from the OSV
servers using the "cdr" account's credentials as defined on the OSV system.
Refer to the external billing client's documentation for more information.

Note: When the billing client sets up SFTP to pull billing records from the OSV
server, it should specify the billing subnet IP address of the OSV node.

5.2.10 Providing a Setup Medium for the Applications

Attention: For offboard (external) Applications servers the OpenScape UC
Application components are installed by osc-setup (NOT zypper or yast). Only
use zypper or yast to install the osc-setup RPM package.

Attention: This text applies to Applications installations only (new/fresh
installation).

Only the English language is installed by default for Standalone Media Server,
Multiple Communication Server Administration and Integrated Simplex
deployments.

It is necessary to install any other language packages after the installation.
If your installation requires additional languages, please refer to Section 5.2.5.4,
“Adding Additional Packages/Languages”, on page 442.

It is a good practice to download the additional languages that meet your site
installation requirements when downloading the Applications ISOs (in step 1 of
this procedure). This way the languages will already be available for update to the
server after the Applications installation is complete.

Any questions should be addressed to your next level of support.

Attention: This text applies to Applications Updates and Upgrades only
(updating a DVD/Build level within the same release (e.g., from Build 8 to
Build 9)).
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It is a good practice to download any additional languages that meet your site
installation requirements when downloading the Applications ISOs (in step 1 of
this procedure).

These languages are automatically included as part of the Update (or Upgrade)
process.

Any questions should be addressed to your next level of support.

To provide the set-up medium from ISO files downloaded to the
Applications server, refer to Section 5.2.10.1, “Create Setup medium from
ISO files on the server hard disk”, on page 456.

To provide the set-up medium from ISO files on a USB refer to Section
5.2.10.2, “Create Setup medium from ISO files on a USB media”, on page
458.

To provide the set-up medium from ISO files on a CD/DVD media, refer to
Section 5.2.10.3, “Create Setup medium from ISO files on a CD/DVD media”,
on page 460.

5.2.10.1 Create Setup medium from ISO files on the server hard
disk

1. As the root user, create a directory to store the ISOs needed for your
installation. Typically this would be the BasePackage and Repository ISOs
plus the language 1SOs that meet your site installation requirements. The
path /software is used in the following examples because it has more than
enough free space to handle the disk space requirements for the ISOs and
installation repository.

Command example;

# mkdir /software/oscISOs

# cd /software/oscISOs

Note: If you are Installing a HotFix on an Integrated Apps server, follow this
link back to Section 5.2.3.6, “Installing a HotFix - Integrated Apps server”, on
page 419.

Note: If you are Installing a HotFix on an Offboard (External) Apps server,
follow this link back to Section 5.2.14, “Installing a HotFix - Offboard
(External) Apps Server”, on page 472.

If neither of the preceding Notes apply then proceed to the next step.
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2. Execute the zypper Ir (list repository) command to check which sources have
been provided in zypper:

zypper 1lr
Command example:

# zypper Ir
#| Alias | Name | Enabled | Refresh
—+ + + L F—
1] 0SC | 0SC | Yes | No
2| SUSE-Linux-Enterprise-Server-11-5P1 11.1.1-1.152 | SUSE-Linux-Enterprise-Server-11-5SP..... | Yes | No

3. \Verify that only the SLES setup medium is registered.

4. If further setup media are registered, remove them with the following
command:

zypper rr <number>

<number> is the number you find in the first column of the zypper Ir output.
Command Example:
# zypper rr 2

5. Execute the zypper Ir (list repository) command to verify your changes are in
effect;

# zypper lr

6. After transferring the required ISOs to the directory (/software/osclSOs), use
zypper 'add repository' (ar) to register the Repository ISO in the zypper
Service list.

Command syntax;

zypper ar <URI> <Alias>
<URI>

Example of <URI> when using a local repository:
is0:/?is0=/<ISO0 file including path>

<Alias>

Attention: Replace <Alias> with a character string that does not end in
DVD<number> (for example DVD1). If this string contains at least one
blank, it must be enclosed by quotation marks.

Example of <Alias>: OSC
Command example;

# zypper ar iso:/?iso=/software/oscISOs/OpenScapeUcSuiteApps-
Repository-V7R1.0.0-060000.iso OSC
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Adding repository 'OSC' [donel]

Repository 'OSC' successfully added

Enabled: Yes

Autorefresh: No

URI: iso:///?iso=/software/oscISOs/OpenScapeUcSuilteApps-
Repository-V7R1.0.0-060000.iso

Go to Section 5.2.10.4, “Finish the Installation Medium Setup”, on page 462
to complete the installation medium setup.

5.2.10.2 Create Setup medium from ISO files on a USB media

Attention: Only FAT32-formatted USB sticks are natively supported by SLES 12.
All ISO setup files are smaller than 4 GB and can thus be processed by FAT32.

If you wish to mount the Repository ISO file from a USB stick proceed as follows:

1.

List all sd-devices:
Is /dev/sd*
Example output:

/dev/sda /dev/sda1 /dev/sda2 /dev/sda3
Connect the USB stick to the computer.

List all sd-devices once again:

Is /dev/sd*

Example output:

/dev/sda /dev/sda1 /dev/sda2 /dev/sda3 /dev/sdf /dev/sdf1

The connected USB stick makes the difference between the two outputs. In
this example it is a USB stick (sdf) with one partition (sdf1). If the USB stick
had several partitions, sdf2, sdf3 etc. would also be put out.

You can also use the fdisk -l command. If a device is connected to the USB
interface, the line /dev/sdxx of this command's output shows the connected
USB device.

If the /media directory does not exist yet, create it:
Command example;

# mkdir /media/

Mount the USB stick:

Command example:
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# mount /dev/sdf1 /media

Note: If you are Installing a HotFix on an Integrated Apps server, follow this
link back to Section 5.2.3.6, “Installing a HotFix - Integrated Apps server”, on
page 419.

Note: If you are Installing a HotFix on an Offboard (External) Apps server
follow, this link back to Section 5.2.14, “Installing a HotFix - Offboard
(External) Apps Server”, on page 472.

If neither of the preceding Notes apply then proceed to the next step.

6. Execute the zypper Ir (list repository) command to check which sources have
been provided in zypper:

zypper lr
Command example:

# zypper Ir
#| Alias | Name | Enabled | Refresh
—+ + + L F—
1] OSC | 0OSC | Yes | No
2| SUSE-Linux-Enterprise-Server-11-SP1 11.1.1-1.152 | SUSE-Linux-Enterprise-Server-11-SP..... | Yes | No

7. \Verify that only the SLES setup medium is registered.

8. If further setup media are registered, remove them with the following
command:

zZypper rr <number>
<number> is the number you find in the first column of the zypper Ir output.

Command Example:

# zypper rr 2

9. Execute the zypper Ir (list repository) command to verify your changes are in
effect;

Command Example:

# zypper 1lr

10. Now we are ready to use the zypper 'add repository' (ar) command to register
the Repository ISO in the zypper Service list.

Command syntax;

zZypper ar <URI> <Alias>
<URI>

Example of <URI> when using a local repository:

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 459



Installing the OpenScape Applications
Installation Instructions for Applications Servers

460

1.

is0:/?is0=/<ISO0 file including the path>

<Alias>

Attention: Replace <Alias> with a character string that does not end in
DVD<number> (for example DVD1). If this string contains at least one
blank, it must be enclosed by quotation marks.

Example of <Alias>: OSC
Command example;

# zypper ar iso:/?iso=/media/OpenScapeUcSuiteApps-Repository-
V7R1.0.0-060000.iso0 OSC

Adding repository 'OSC' [done]

Repository 'OSC' successfully added

Enabled: Yes

Autorefresh: No

URI: iso:///?iso=/media/OpenScapeUcSuitelApps-Repository-
V7R1.0.0-060000.1is0

Go to Section 5.2.10.4, “Finish the Installation Medium Setup”, on page 462
to complete the installation medium setup.

5.2.10.3 Create Setup medium from ISO files on a CD/DVD
media

After creating a CD/DVD drive with the ISO files required for you installation
scenario proceed as follows:

1.

If the /media directory does not exist yet, create it:
Command example;

# mkdir /media/

Mount the CD/DVD media

Command example;
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root@bocast4a:[/dev] #
# mount /dev/sr0 /media/
mount: block device /dev/sr0 is write-protected, mounting read-only

Note: If you are Installing a HotFix on an Integrated Apps server, follow this
link back to Section 5.2.3.6, “Installing a HotFix - Integrated Apps server”, on
page 419.

Note: If you are Installing a HotFix on an Offboard (External) Apps server,
follow this link back to Section 5.2.14, “Installing a HotFix - Offboard
(External) Apps Server”, on page 472.

If neither of the preceding Notes apply then proceed to the next step.

3. Execute the zypper Ir (list repository) command to check which sources have
been provided in zypper:

zypper lr
Command example:
# zypper Ir

# | Alias | Name | Enabled | Refresh

__+ ________________________________________________ + _________
1 | SUSE-Linux-Enterprise-Server-11-SP1 11.1.1-1.152 | SUSE-
Linux-Enterprise-Server-11-SP111.1.1-1.152 | Yes | No

4. Verify that only the SLES setup medium is registered.

5. If further setup media are registered, remove them with the following
command:

zypper rr <number>

<number> is the number you find in the first column of the zypper Ir output.
Command Example:

# zypper rr 2

6. Execute the zypper Ir (list repository) command to verify your changes are in
effect;

Command Example:
# zypper 1lr

7. After transferring the required ISOs to the directory (/software/osclSOs), use
zypper 'add repository' (ar) to register the Repository ISO in the zypper
Service list.

Command syntax;

zypper ar <URI> <Alias>
<URI>
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Example of <URI> when using a local repository:
is0:/?is0=/<ISO file including path>

<Alias>

Attention: Replace <Alias> with a character string that does not end in
DVD<number> (for example DVD1). If this string contains at least one
blank, it must be enclosed by quotation marks.

Example of <Alias>: OSC
Command example;

# zypper ar iso:/?iso=/media/OpenScapeUcSuiteApps-Repository-
V7R1.0.0-060000.iso0 OSC

Adding repository 'OSC' [done]

Repository 'OSC' successfully added

Enabled: Yes

Autorefresh: No

URI: iso:///?iso=/media/OpenScapeUcSuitelApps-Repository-
V7R1.0.0-060000.iso

Go to Section 5.2.10.4, “Finish the Installation Medium Setup”, on page 462
to complete the installation medium setup.

5.2.10.4 Finish the Installation Medium Setup

1.

The result of the add repository action can be verified the 'list repository' (Ir)
option;

Command example;

# zypper 1lr
# | Alias | Name | Enabled | Refresh

Use the zypper refresh (ref) command to determine if the repository was
defined correctly.

Note: In the case the command result asks;
"Do you want to reject the key, trust temporarily, or trust always? [r/t/a/?]"

A positive response would be 't' (temporarily) or 'a' (always). Reference the
example provided. In this case the 'a’ response is chosen.

Command example;
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# zypper ref
Retrieving repository 'OSC' metadata [\]

New repository or package signing key received:

Key ID: 9351C8D3C9172AE7

Key Name: SEN-HiPathApplication (Signing of RPMs) <e-sw-
production-team.com@siemens . com>

Key Fingerprint: 03DF2920E8C51F91E2B6B4EB9351C8D3C9172AR7
Repository: 0SC

Do you want to reject the key, trust temporarily, or trust
always? [r/t/a/?] (r): a
Retrieving repository 'OSC' metadata [done]
Building repository 'OSC' cache [donel]
All repositories have been refreshed.
3. After the repository is correctly defined, the osc-setup package can be

installed or updated.

To determine whether the osc-setup is already installed the following
command can be run;

rpm -qa | grep -i osc-setup
Output if osc-setup IS installed (in this example 'osc-setup-1.4.6-7');

root@lc061: [/software/oscISOs] #330
# rpm -ga | grep -i osc-setup
osc-setup-1.4.6-7

root@lc061: [/software/oscISOs] #331
#

Output if osc-setup IS NOT installed;

root@lc061: [/software/oscISOs] #331
# rom -ga | grep -i osc-setup
root@lc061: [/software/oscISOs] #332
#

If osc-setup IS installed proceed to step 3a), then step 4.

If osc-setup IS NOT installed proceed to step 3b), then step 4.

a) Use the following command to verify the current osc-setup of the
OpenScape UC Application is used. If required, osc-setup is updated
automatically.

Command example;

# osc-setup up osc-setup

Building repository '36775188f3b177bb47bb16464f14b1ee’ cache
[....done]

Loading repository data...

Reading installed packages...

No update candidate for 'osc-setup'.

Resolving package dependencies...

Nothing to do.
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4.

b) For a new installation of the osc-setup;

Note: At the "Continue? [y/n/?] (y):" prompt type 'y' and then press the
‘enter' key. Reference the example provided.

Command example;

# zypper in osc-setup

Loading repository data...
Reading installed packages...
Resolving package dependencies...

The following NEW packages are going to be installed:
augeas-osc libzypp-osc osc-setup satsolver-osc zypper-osc

The following packages need additional customer contract to
get support:
augeas-osc libzypp-osc osc-setup satsolver-osc zypper-osc

5 new packages to install.

Overall download size: 5.0 MiB. After the operation,
additional 16.8 MiB will be used.

Continue? [y/n/?] (y): ¥

Retrieving package augeas-osc-0.9.0-3.x86_64 (1/5), 555.0 KiB
(1.6 MiB unpacked)

Installing: augeas-osc-0.9.0-3 [done]

Retrieving package satsolver-osc-0.16.1-3.x86_64 (2/5), 1.3
MiB (3.7 MiB unpacked)

Installing: satsolver-osc-0.16.1-3 [done]

Retrieving package libzypp-osc-9.4.0-4.x86_64 (3/5), 2.6 MiB
(9.9 MiB unpacked)

Installing: libzypp-osc-9.4.0-4 [done]

Retrieving package zypper-osc-1.5.3-14.x86_64 (4/5), 570.0
KiB (1.4 MiB unpacked)

Installing: zypper-osc-1.5.3-14 [done]

Retrieving package osc-setup-1.4.1-4.x86_64 (5/5), 27.0 KiB
(112.0 KiB unpacked)

Installing: osc-setup-1.4.1-4 [done]

At this point, the repository created in step 2 on page 462 is no longer
required. Use the zypper clean command to clear the local cache.

# zypper clean
All repositories have been cleaned up.

A directory path must be created in order to build an installation repository
from the ISO files;

Command example;
# mkdir /software/tmpREPO

Use the osc-setup command 'create repository' (cr) option to build the
installation repository. The recommended method to create this repository is
with the --base-directory' (b) option. This option will include all ISO files from
the directory created in Section 5.2.10.1, Section 5.2.10.2, and

Section 5.2.10.3.
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The syntax of the osc-setup create repository command;
osc-setup cr -b <path_to_ISO_files> -l <path_of the_installation_repository>

-b (BaseDir) Include all ISOs files based in Folder of given ISO-Files. The
'Repository' ISO should be specified with the 'b' option.

-1 (lower case 1) export linked repository into the specified DIR (this directory
has to be empty!). This creates a temporary, local linked repository. This
repository can only be used as long as the ISO files used are not deleted or
moved and the computer is not rebooted.

Command example (and log result) for the Section 5.2.10.1, “Create Setup
medium from ISO files on the server hard disk”, on page 456" installation
case;

# osc-setup cr -b /software/oscISOs/OpenScapeUcSuiteApps-
Repository-V7R1.0.0-060000.iso -1 /software/tmpREPO

Logging to: /var/log/OpenScapeUC/osc-setup-2012-02-
24_10:51:11.1og

osc-setup version: "1.4.1-4"

SUSE VERSION: 11 SERVICEPACK: 1

checking Arguments

Option Base-directory: vyes

Option Export-linked-dir:/software/tmpREPO
/software/oscISOs/OpenScapeUcSulteApps-BasePackage-V7/R1.0.0-
060000.1iso

performing cleanup....

cleanup sucessfully done

using Loop device /dev/loop8

using Loop device /dev/loop9

using Loop device /dev/looplO

using Loop device /dev/loopll

Splitrepository "base" integrated

Splitrepository "en" integrated

Splitrepository "de" integrated

Splitrepository "meta" integrated

Repository created sucessfully

removing all registered repositories

register new repository

Logging to: /var/log/OpenScapeUC/osc-setup-2012-02-
24_10:51:47.1log

osc-setup version: "1.4.1-4"

SUSE VERSION: 11 SERVICEPACK: 1

Adding repository 'ce832blba0006f£08893bb85d18632b8b'

[..oo.. done]
Repository 'ce832blbal0006£08893bb85d18632b8b' successfully
added

Enabled: Yes
Autorefresh: No
URI: dir:///software/tmpREPO

Operation took: 2 seconds

Logfile: /var/log/OpenScapeUC/osc-setup-2012-02-
24_10:51:47.1og

CreateRepository end
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Operation took: 39 seconds
Logfile: /var/log/OpenScapeUC/osc-setup-2012-02-
24_10:51:11.1og

Command example for the Section 5.2.10.2, “Create Setup medium from ISO
files on a USB media”, on page 458 installation case;

# osc-setup cr -b /media/OpenScapeUcSuiteApps-Repository-
V7R1.0.0-060000.is0 -1 /software/tmpREPO

Command example for the Section 5.2.10.3, “Create Setup medium from ISO
files on a CD/DVD media”, on page 460 installation case;

# osc-setup cr -b /media/OpenScapeUcSuiteApps-Repository-
V7R1.0.0-060000.iso0 -1 /software/tmpREPO

Links back to other sections;

If you are performing Applications Installations (new/fresh installation),
please refer to the following links:

For integrated simplex refer to Section 5.2.3.2, “Response File for
Integrated Deployments”, on page 409.

For a Stand Alone Media Server refer to Section 5.2.5.2, “Response File
for Media Server Standalone deployments”, on page 438.

For Multiple Communications Server Administration deployment refer to
Section 5.2.6.2, “Response File for Multiple Communication Server
Administration deployments”, on page 446.

If you are performing Applications Updates (updating a DVD/Build level
within the same release (e.g., from Build 8 to Build 9)), please refer to
the following links:

For Integrated systems refer to Section 5.2.3.5, “Update/Upgrade of
Integrated Applications”, on page 416, step 3 on page 417.

For Offboard Apps Server refer to Section 5.2.13, “Apply an Update -
Offboard (External) Apps Server”, on page 469, step 2 on page 470.

If you are Adding Additional Packages/Languages:

And you arrived here from Appendix Q.9.1, “Adding Additional Packages/
Languages”, step 4 then return to 4 on page 911 of Appendix Q.9.1,
“Adding Additional Packages/Languages”.

For Offboard Apps Server refer to Section 5.2.15, “Adding Additional
Packages/Languages - Offboard (External) Apps Server”, on page 476
step 4 on page 477.

If you are Upgrading V7 Offboard Applications to V9:

Follow this link back to Section 5.7.1, “Upgrade of V7R2 Offboard
Applications to V9”, on page 490 step 5 on page 492.
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5.2.11 Cleaning up the Repositories

Attention: If more packages are required for your site (i.e.; languages besides
English) do not perform these steps until Section 5.2.5.4, “Adding Additional
Packages/Languages”, on page 442 is reviewed. Any questions should be
addressed to your next level of support.

Note: For Media Server StandAlone or Multiple Communication Server
Admin deployments only;

The 'syncUC sync' command synchronizes the currently active partition towards
the passive partition (fallback partition). The following paths are not synchronized
by the syncUC action;

- tmp
- /proc
- Isys
- /mnt

If the clean up task is not performed and a 'syncUC sync' action is executed;
Installation, Upgrade, Update or Hotfix repositories mounted to other paths will be
copied to the fallback partition. For more information regarding syncUC, refer to
Section 5.2.16, “syncUC”, on page 478.

Note: For Simplex OSV deployments only;

Simplex OSV partitions can be synchronized from the CMP Dashboard. If the
clean up task is not performed and a synchronization action is executed, the
Installation, Upgrade, Update or Hotfix repositories would be copied to the
fallback partition.

If the installation/update/upgrade process is complete, the system should be
cleaned of ISOs and repositories.

1. Unmount all isos and clean internal linked repo (This does not remove
repositories from repolist!). This command cannot be used with other
commands.

# osc-setup cr --clean
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2.

De-register the temporary repository from the list of registered repositories.
The osc-setup Ir (list repository) command will present a list of repositories.

Note: The repository can be either the repository URI or its index (starting
from 1) as reported by the list repositories command (osc-setup Ir). If the
repository is not defined the first repository from list will be removed.

# osc-setup rr dir:///software/tmpREPO

De-register any ISO repository from the list of registered repositories.

Note: A repository can be removed with the URI or Alias. All of the examples
used the Alias OSC.

Command example(s) with Alias;
# zypper rr OSC

Command example(s) with URI (for the Section 5.2.10.1 Create Setup
medium from ISO files on the server hard disk case);

# zypper rr iso:///?iso=/software/oscISOs/OpenScapeUcSuitelApps-—
Repository-V7R1.0.0-060000.1iso

4.

Clean all local caches created with zypper.

Command example;

# zypper clean

List the zypper repositories to ensure the 'OSC' repository does not exist.
# zypper Ir

Remove data from the /software/tmpREPO path;

Command example;

#cd/
# rm -rf /software/tmpREPO

Remove data from the /software/osclSOs/ path;
Command example;

# rm -rf /software/osclSOs/

Note: This note only applies to Upgrade and Migration procedures. If you
arrived here from the Upgrade and Migration procedure of Section 5.7.1,
“Upgrade of V7R2 Offboard Applications to V9”, on page 490.

If there are no HotFixes required for the External (offboard) Applications
target release return to the appropriate Upgrade and Migration
procedure as follows:

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide



Installing the OpenScape Applications
Installation Instructions for Applications Servers

Section 8.6.2, “Upgrade Steps for a Duplex System”, step 6 on page 605

Section 8.7.2, “Upgrade Steps for Remote SW Upgrade”, on page 611, step
4 on page 613

In case of applications upgrade failure during Upgrades or Migration
procedures, refer to Section 5.7.2, “Fallback During Upgrade Procedure”, on
page 495 of this document.

5.2.12 Uninstall External (OffBoard) Applications
Server Applications

This section addresses the removal of the Applications from a Multiple
Communications Server Admin or Media Server Standalone deployment.

Currently there is no generally available method to remove the External
Applications Server (OffBoard) Applications.

If the removal of the Applications is necessary please contact your next
level of support.

5.2.13 Apply an Update - Offboard (External) Apps
Server

This section applies to the Media Server Standalone and Multiple Communication
Server Admin. Deployments.

We differentiate between updating and upgrading as follows:

e Update

An update is performed when a new fix release or hotfix is available for an
installed version of the OpenScape Applications (within the same release).

Example:

An OpenScape Application V7 R0 was installed in version FR1 (Fix Release
1). AV7 RO FR2 or FR2 HF1 is released as an update.

* Upgrade

For example, if in contrast, an OpenScape Application V8 RO is installed and
a V9 RO Applications setup medium is to be used, we refer to this as an
"upgrade" to V9. For Offboard Applications Upgrade, refer to Section 5.7,
“Upgrade of Offboard (External) Apps Server”, on page 489.
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Information regarding Offboard (external) Apps servers backups can be found in;

e Documentation OpenScape UC Application Vx, Installation and Upgrade,
Installation Guide, Section "Installing and Configuring the Computer and
Operating System" (where x is the software release version), (for the Media
Server and Multiple Communication Deployments)

e OpenScape UC Application Vx Configuration and Administration (where x is
the software release version), (for the Media Server and Multiple
Communication Deployments)

The syncUC script can be used for backing up the current version of Applications
to a 'passive' or Fallback partition of your server hard drive. This script can only
be employed if your Offboard (external) Apps server was installed in V7 or higher
or upgraded to V7 or higher. For more information regarding syncUC, refer to
Section 5.2.16, “syncUC”, on page 478.

Attention: This section describes how to manually install an update from the
command line. To install an update from the CMP (which significantly reduces the
manual steps required) see the subsection titled "Software Activation (User
Interface Patching)" in the "OpenScape Common Management Platform VX,
Administration, Administrator Documentation" (where x is the software release
version).

It would be a good practice to review the "Software Activation (User Interface
Patching)" section in its entirety before proceeding with the User Interface
Patching procedure. Any questions regarding the procedure should be
addressed to your next level of support.

Execute the following update steps:

1. Prepare the Update Medium for the Offboard Apps server.

To prepare the environment for the update, please refer to Section 5.2.10,
“Providing a Setup Medium for the Applications”, on page 455. At the end of
Section 5.2.10 a link back to this section is provided.

2. Stop the OpenScape UC Application by executing the following command:
Command example;
# /etc/init.d/symphoniad stop

3. Update the Applications using the following syntax;
Command example:

# osc-setup up
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The upgrade process is fully automatic and since no configuration files are
overridden, you need not back up these files before the upgrade.

Note: IF HotFixes are required for the External (offboard) Applications
server target release, then proceed to Section 5.6, “Installing a HotFix”, on
page 489. It is a good practice to review the HotFix Release Notes in case that
procedure differs from the "Installing a HotFix" section of this document. The
actual HotFix release note should include detailed instructions.

4. Start the OpenScape UC Application when the upgrade process is finished
by executing the following command:

Attention: Ensure that all workarounds described in the Release Notes were
executed before you start the OpenScape UC Application for the first time. If
you do not perform these workarounds the system may adopt a defective
state.

#/etc/init.d/symphoniad start

The file osgi.log can be monitored for error messages while symphoniad
starts (or restarts). After executing a 'symphoniad start' or 'symphoniad
restart’ command there is a period of time in which the applications services
are set into operation. As user root the applications services startup can be
monitored by the following command:

For integrated applications servers;
tailf /log/osgi.log

For External (offboard) applications servers;
tailf /var/siemens/common/log/osgi.log

Monitor the file osgi.log for the services startup sequence. When the osgi.log
file reports "* Start processing all bundles done.* " the system is ready. The
startup sequence should not have been interrupted by error messages. The
file osgi.err (located in the same path as the osgi.log file) should be empty
also.

Press 'ctrl+c’ to exit the tail function.

Questions should be addressed to your next level of support.

5. If the update process is complete the system should be cleaned of ISOs and
repositories. Please refer to Section 5.2.11, “Cleaning up the Repositories”,
on page 467.
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5.2.14 Installing a HotFix - Offboard (External) Apps
Server

This section applies to the Media Server Standalone and Multiple Communication
Server Admin. Deployments.

Information regarding Offboard (external) Apps servers backups can be found in;

* Documentation OpenScape UC Application VX, Installation and Upgrade,
Installation Guide, Section "Installing and Configuring the Computer and
Operating System" (where x is the software release version), (for the Media
Server and Multiple Communication Deployments)

* OpenScape UC Application Vx Configuration and Administration (where x is
the software release version), (for the Media Server and Multiple
Communication Deployments)

The syncUC script can be used for backing up the current version of Applications
to a 'passive' or Fallback partition of your server hard drive. This script can only
be employed if your Offboard (external) Apps server was installed in V7 or higher
or upgraded to V7 or higher. For more information regarding syncUC, refer to
Section 5.2.16, “syncUC”, on page 478.

To provide the set-up medium from ISO files downloaded to the Applications
server, refer to Section 5.2.10.1, “Create Setup medium from ISO files on the
server hard disk”, on page 456, step 1 on page 456. After step 1 is completed a
doclink back to this section will be available.

To provide the set-up medium from ISO files on a USB refer to Section 5.2.10.2,
“Create Setup medium from ISO files on a USB media”, on page 458, steps 1 on
page 458 through 5. After the indicated steps are completed a doclink back to this
section will be available.
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To provide the set-up medium from ISO files on a USB refer to Section 5.2.10.3,
“Create Setup medium from ISO files on a CD/DVD media”, on page 460, steps
1 on page 460 and 2. After the indicated steps are completed a doclink back to
this section will be available.

Attention: Ensure that all workarounds described in the Release Notes were
executed before you start the OpenScape UC Application for the first time. If you
do not perform these workarounds the system may adopt a defective state.

Note: This procedure has the user remove all repository entries (except the
'SUSE Linux' entry - if it exists). Install all required RPMs from the repository to
be deleted before removing it.

Attention: This section describes how to manually install a HotFix from the
command line. To install a HotFix from the CMP (which significantly reduces the
manual steps required) see the subsection titled "Software Activation (User
Interface Patching)" in the "OpenScape Common Management Platform VX,
Administration, Administrator Documentation" (where x is the software release
version).

It would be a good practice to review the "Software Activation (User Interface
Patching)" section in its entirety before proceeding with the User Interface
Patching procedure. Any questions regarding the procedure should be
addressed to your next level of support.

1. Transfer the ISO file to the server. In this example the I1SO is transferred to /
software.

2. Stop the Applications.
Command example;
#> /etc/init.d/symphoniad stop

3. Execute the zypper Ir (list repository) command to check which sources have
been provided in zypper:

osc-setup lr
Command example:
# osc-setup Ir

# | Alias | Name | Enabled | Refresh

B it tmm Fmm R
1 | SUSE-Linux-Enterprise-Server-11-SP1 11.1.1-1.152 | SUSE-Linux-Enterprise-
Server-11-SP111.1.1-1.152 | Yes | No

4. Verify that only the SLES setup medium is registered.
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5.

10.

If further setup media are registered, remove them with the following
command:

osc-setup rr <number>

<number> is the number you find in the first column of the zypper Ir output
Command Example:

# osc-setup rr 2

Execute the zypper Ir (list repository) command to verify your changes;

# osc-setup 1lr

Now the ISO can be added as a repository.

Command example;

#> osc-setup ar iso:/?iso=/software/
OpenScapeUcSuiteApps PATCH-V7R1.0.0-100002.iso

Verify you have the latest version of the osc-setup too.
Command example;

#> osc-setup up osc-setup

Update the Applications.

Command example;

#> osc-setup up

Attention: Ensure that all workarounds described in the Release Notes were
executed before you start the OpenScape UC Application for the first time. If
you do not perform these workarounds the system may adopt a defective
state.

After the successful update start the Applications.
Command example;

#> /etc/init.d/symphoniad start

The file osgi.log can be monitored for error messages while symphoniad
starts (or restarts). After executing a 'symphoniad start' or 'symphoniad
restart’ command there is a period of time in which the applications services
are set into operation. As user root the applications services startup can be
monitored by the following command:

For integrated applications servers;
tailf /log/osgi.log

For External (offboard) applications servers;
tailf /var/siemens/common/log/osgi.log
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Monitor the file osgi.log for the services startup sequence. When the osgi.log
file reports "* Start processing all bundles done.* " the system is ready. The
startup sequence should not have been interrupted by error messages. The
file osgi.err (located in the same path as the osgi.log file) should be empty
also.

Press 'ctrl+c' to exit the tail function.

11. If the HotFix install is complete the system should be cleaned of ISOs. Start
by listing the current repositories;

osc-setup 1lr

12. Remove unnecessary setup media. Remember, the 'SUSE-Linux' media
does not have to be deleted.

13. If further setup media are registered, remove them with the following
command:

osc-setup rr <number>

<number> is the number you find in the first column of the zypper Ir output.
Command Example:
# osc-setup rr 2

14. Execute the zypper Ir (list repository) command to verify your changes;

# osc-setup 1lr

15. Remove the ISO file that was transferred to the server in step 1 of this
procedure.

16. The HotFix install is complete.

Note: This note only applies to Upgrade and Migration procedures. If you arrived
here from the Upgrade and Migration procedure of Section 5.7.1, “Upgrade of
V7R2 Offboard Applications to V9”, on page 490.

If there are no HotFixes required for the External (offboard) Applications
target release return to the appropriate Upgrade and Migration procedure
as follows:

Section 8.6.2, “Upgrade Steps for a Duplex System”, step 6 on page 605
Section 8.7.2, “Upgrade Steps for Remote SW Upgrade”, step 4 on page 613
In case of applications upgrade failure during Upgrades or Migration procedures,

refer to Section 5.7.2, “Fallback During Upgrade Procedure”, on page 495 of this
document.
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5.2.15 Adding Additional Packages/Languages -
Offboard (External) Apps Server

This section applies to the Media Server Standalone and Multiple Communication
Server Admin. Deployments.

Information regarding Offboard (external) Apps servers backups can be found in;

* Documentation OpenScape UC Application VX, Installation and Upgrade,
Installation Guide, Section "Installing and Configuring the Computer and
Operating System" (where x is the software release version), (for the Media
Server and Multiple Communication Deployments)

* OpenScape UC Application Vx Configuration and Administration (where x is
the software release version), (for the Media Server and Multiple
Communication Deployments)

The syncUC script can be used for backing up the current version of Applications
to a 'passive' or Fallback partition of your server hard drive. This script can only
be employed if your Offboard (external) Apps server was installed in V7 or higher
or upgraded to V7 or higher. For more information regarding syncUC, refer to
Section 5.2.16, “syncUC”, on page 478.

The default installation sets up only the basic language English for the Offboard
Apps Server telephone prompts. If you wish to install further languages, execute
the following steps:

All commands are to be executed as user root.

1. Verify that the installation files (ISO files) you require for languages are
provided in osc-setup with the 'list repository' (Ir) command;

Command example;

# osc-setup 1lr

Logging to: /var/log/OpenScapeUC/osc-setup-2012-04-12_10-
04-42.1og

osc-setup version: "1.4.5-17"
SUSE VERSION: 11 SERVICEPACK: 1
Registered repository (url):

1 dir:///software/tmpREPO
Operation took: 0 seconds

2. If the installation repository does not exist proceed to step 4 on page 477.

If the installation repository exists use the osc-setup search (se) option to list
the available packages (in this case announcements);

osc-setup se --match-any announ

Command example:

# osc-setup se --match-any announ
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Loading repository data...

Reading installed packages...

= | Hames | Summary | Type

| mediaserver_announcements_ar | Mediaserver_ announcements_ar | package
\ mediaserver_anncouncements_bg | Mediaserver_announcemsnts_lbg | package

i | mediaserver_announcements_en_us | Mediaserver announcements_en_us | package
| mediazerver_anncouncements_en_za | Mediazerver_announcements_en_za | package

Note: An 'i' in the column S column indicates that package is already installed.

3. If the language is not listed proceed to step 4 on page 477.

If the required language is listed then execute the following command for
installing another language;

osc-setup in mediaserver_announcements_<language code>

Comand examples;

# /etc/init.d/symphoniad stop

# osc-setup in mediaserver announcements_en za

Note: This language is used for the media server announcements provided
for the PBX.

You can install several languages with one command.
Command example:

# osc-setup in mediaserver announcements_en za
mediaserver announcements_es_es

If you were able to install all languages then proceed to step 5 on page
478, otherwise continue with step 4 on page 477.

4. If the language is not available then the 'Repository' and required language
ISO files will have to be staged for installation. See Section 5.2.10, “Providing
a Setup Medium for the Applications”, on page 455 for details of this
procedure.

Note: Providing an ISO file as repository retrospectively deletes the provision
of the current repository. Install all required RPMs from the repository to be
deleted before removing it.

Now the language package can be installed with the same syntax
demonstrated in step 3 on page 477 of this procedure. Remember to stop
the symphoniad before adding a new package.
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osc-setup in mediaserver_ announcements_<language code>
5. Start the Applications server;
Command example:

# /etc/init.d/symphoniad start

The file osgi.log can be monitored for error messages while symphoniad
starts (or restarts). After executing a 'symphoniad start' or 'symphoniad
restart’ command there is a period of time in which the applications services
are set into operation. As user root the applications services startup can be
monitored by the following command:

For integrated applications servers;
tailf /log/osgi.log

For External (offboard) applications servers;
tailf /var/siemens/common/log/osgi.log

Monitor the file osgi.log for the services startup sequence. When the osgi.log
file reports "* Start processing all bundles done.* " the system is ready. The
startup sequence should not have been interrupted by error messages. The
file osgi.err (located in the same path as the osgi.log file) should be empty
also.

Press 'ctrl+c’ to exit the tail function.

Questions should be addressed to your next level of support.

5.2.16 syncUC

Attention: Starting in V7, syncUC command can be used on an Offboard
(external) Apps server if the Apps server was installed in V7 or higher or
upgraded to V7 or higher.

Attention: When using syncUC with the "Multiple Communication Admin Server"
or "Media Server Standalone" Applications deployments; the recommended disk
sizing is 2 x 300GB in RAID-1 configuration.

This section applies to the Media Server Standalone and Multiple Communication
Server Admin. Deployments.

All commands should be executed as the root user.

Itis a good practice to review this section in its entirety and address any questions
to your next level of support before proceeding with any command executions.
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5.2.16.1 Introducing syncUC

Note: The syncUC feature is intended for offboard (external) Applications
servers.

An Integrated Simplex OSV deployment has the OpenScape Applications
installed on the same server that hosts OpenScape Voice. This deployment
employs the 'sync8k' command to backup the Active partition to the Fallback
partition; therefore syncUC is not required in an Integrated Simplex OSV
deployment.

There are the following fallback options:

e syncUC

syncUC uses a partition of the local hard disk. The OpenScape UC
Application is installed in this Root partition of the LVM2 memory. The
syncUC script enables synchronizing this installation on the free memory
in the LVM2 (command syncUC sync). Both OpenScape UC Application
installations are fully equivalent. After a computer reboot you can start the
OpenScape UC Application on the Root partition or the synchronized
version of the OpenScape UC Application. You can start the
synchronized version if the installation on the Root partition was
performed on the grounds of one of the following situations:

— Faulty upgrade
— Faulty installation of a fix release or hotfix
— Configuration error, for example deletion of large numbers of users

— Software problems, for example Solid database crash

You will find details about using syncUC in Section 5.2.16.2, “syncUC
Commands”, on page 479.

* File system backup

The file system backup serves to restore files after a catastrophic failure.
It is executed by the IvBackupManagementUtility.sh script (see
Documentation OpenScape UC Application VXx, Installation and Upgrade,
Installation Guide (where x is the software release version), Section
"Installing and Configuring the Computer and Operating System", Section
4.5, "Configuring the File System Backup").

5.2.16.2 syncUC Commands

You can use syncUC as follows:
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syncUC sync

The syncUC sync command synchronizes the currently active partition
towards the passive partition (fallback partition).

The following paths are not synchronized by the syncUC action;

e /tmp
e /proc
* /sys
* /mnt

Installation, Upgrade, Update or Hotfix repositories mounted to other paths
will be copied to the fallback partition. If you wish to 'clean up' the repositories
prior to the syncUC action, refer to Section 5.2.11, “Cleaning up the
Repositories”, on page 467.

1. When executing syncUC initially it realizes that no configuration is
available yet. The following is put out:

Do you want to configure and enable partitioning now?
Please enter yes or no (default = no):

2. Enter yes and push the return key.
3. The following is displayed for example:

Found logical volumes:
1 ) /dev/OpenScapeUC/UC1l [actually mounted to /]
2 ) /dev/OpenScapeUC/UC2 [actually not mounted]

Please enter the first partition (Number or devicefile ,

default: 1):
syncUC has detected the two displayed partitions and asks for the partition
on which the OpenScape UC Application is installed. OpenScape UC
Application should have been installed on the partition you have set up.
Reference Documentation OpenScape UC Application Vx, Installation and
Upgrade, Installation Guide (where x is the software release version), Section
"Installing and Configuring the Computer and Operating System", Section
4.2.2.5, "Creating the Logical Volume UC1".

Note: You will find the names of the Logical Volume Group (example:
OpenScape UC) and of the logical partitions (logcial volumes) (examples:
UC1 and UC2) again in Table 4 "Partition Sizes when using a USB Hard Disk
for File System Backup" of the OpenScape UC Application Vx, Installation
and Upgrade, Installation Guide (where x is the software release version),
Section "Installing and Configuring the Computer and Operating System".

Perform one of the following actions:
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a) You need not do anything if the partition suggested as default solution is
the correct one.

b) If a solution different from the default is correct, enter the corresponding
digit.

c) Enter the complete path of the correct partition. This path can be
displayed by the Ivdisplay command.
Example result:
- Logical volume -
LV Name /dev/OpenScapeUC/UCl

VG Name UCVolumeGroup
LV UUID ElzTel-MtSn-Okmt-Jlud-Fhpk-04G=-EUNryH

4. Push the return key.
The following is output:

Please enter the second partition (Number or devicefile ,
default: 2):

5. Based on the step 3 on page 480 results, specify the partition created as
the fallback partition for the OpenScape UC Application.

6. Push the return key.
Eventually the following is output:

The configuration has been saved.

Note: You will find an overview of the partitions on the computer in Table
3 and Table 4 of the "OpenScape UC Application Vx, Installation and
Upgrade, Installation Guide (where x is the software release version),
Section "Installing and Configuring the Computer and Operating System".

* syncUC query

The syncUC query command delivers the current status of the active and
passive partition. In this way you can see which of the partitions is active and
which is passive. Example given:

Active version is 6_1.0.0-000000 (SOL6.1 OSC6.1 DVDO)
installed on Mon Oct 24 21:06:02 2011 located on /dev/
OpenScapeUC/UC2

Passive version is 6_1.0.0-000000 (SOL6.1 0OSC6.1 DVDO)
installed on Mon Oct 24 21:06:02 2011 located on /dev/
OpenScapeUC/UC1 which was synchronized on Mon Oct 24 22:00:00
2011

If no system has been configured, an output similar to the following is
displayed.
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Active version is package OpenScapeUC_ProductVersion is not
installed (package OpenScapeUC_ProductVersion is not
installed) installed on package

OpenScapeUC_ProductVersion is not installed located on /dev/
OpenScapeUC/UCL.

Passive version is package OpenScapeUC_ProductVersion is not
installed (package OpenScapeUC_ProductVersion is not
installed) installed on package

OpenScapeUC_ProductVersion is not installed located on /dev/
OpenScapeUC/UC2 which was synchronized on unknown date.

syncUC fallback

Executing the syncUC fallback command marks the active partition as
passive and the passive partition as active. When you reboot the computer, it
boots from the partition marked as active, i. e. this partition becomes active
and the partition marked as passive becomes passive.

5.2.16.3 Switching from File System Backup to syncUC

If you use syncUC on this computer already, continue with Section 5.2.16.4,
“Fallback Preparation”, on page 483.

Follow the instructions in this section if you have used the file system backup on
this computer so far and wish to deploy syncUC from now on.

1.

Unmount the partition of the file system backup.
Example:

# umount /backups

Execute the command:

lvdisplay

In the following example the output for the partition of the Volume Group
(example: OpenScapeUC) file system backup of the OpenScape UC
Application:

--- Logical volume ---

LV Name /dev/OpenScapeUC/backups
VG Name OpenScapeUC

LV UUID Upi8lc-IyML-05Qj-X3EE-0dJz-NQsT-g90Whc
LV Write Access read/write

LV Status available

# open 1

LV Size 50.00 GB

Current LE 12800

Segments 1

Allocation inherit

Read ahead sectors auto

- currently set to 1024

Block device 253:2

3. Remove the partition of the file system backup.
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Example:

# lvremove /dev/OpenScapeUC/backups
The following is output:

Do you really want to remove active logical volume "backups"?
[y/n]:

4. Push the y key.
Logical volume "backups" successfully removed

5. Remove from the /etc/fstab file the line in which this file system has been
configured for permanent mounting. In the following example this is the last
line.

/dev/sdal swap swap defaults 0 0

/dev/OpenScapeUC/UC / ext3 acl,user_xattr 1 1

/dev/sda2 /boot ext3 acl,user_xattr 1 2

proc /proc proc defaults 0 O

sysfs /sys sysfs noauto 0 0

debugfs /sys/kernel/debug debugfs noauto 0 0

usbfs /proc/bus/usb usbfs noauto 0 0

devpts /dev/pts devpts mode=0620,gid=5 0 0O
/dev/OpenScapeUC/backups /backups ext3 acl,user xattr 1 2
The partition of the file system backup and the entry in the /etc/fstab file will
be automatically created again when you back up the file system the next

time.

6. Continue with Section 5.2.16.4, “Fallback Preparation”, on page 483.

5.2.16.4 Fallback Preparation

1. Check whether the active partition has already been synchronized to the
passive partition with syncUC.

# syncUC query
Example output:

Active version 1s 6_1.0.0-000000 (SOL6.1 OSCé6.1 DVDO)
installed on Mon Oct 24 21:06:02 2011 located on /dev/
OpenScapeUC/UC2

Passive version 1is 6_1.0.0-000000 (SOL6.1 0OSCé6.1 DVDO)
installed on Mon Oct 24 21:06:02 2011 located on /dev/
OpenScapeUC/UC1 which was synchronized on Mon Oct 24 22:00:00
2011

2. Ifthis level of the passive partition is the level the OpenScape UC Application
is to fall back on after a possibly failed update, upgrade, migration or
installation of a hotfix, you need not become active here.

If, in contrast, the OpenScape UC Application is to fall back on the current
level of the OpenScape UC Application, execute the following command:

# syncUC sync
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5.2.16.5 Links back
If you are performing Applications Installations please refer to the following
links;

For a Stand Alone Media Server refer to Section 5.2.5.3, “Installing Media
Server Standalone”, on page 440.

For Multiple Communications Server Administration deployment refer to
Section 5.2.6.3, “Installing Multiple Communications Server”, on page 448.

If you are performing Applications Updates please refer to the following
links;

For Offboard Apps Server refer to Section 5.2.13, “Apply an Update -
Offboard (External) Apps Server”, on page 469.

If you are Adding Additional Packages/Languages;

For Offboard Apps Server refer to Section 5.2.15, “Adding Additional
Packages/Languages - Offboard (External) Apps Server”, on page 476.

5.3 Starting and Stopping the OpenScape Applications

484

To start the OpenScape Applications, as user root, enter the command:

/etc/init.d/symphoniad start

The file osgi.log can be monitored for error messages while symphoniad starts
(or restarts). After executing a 'symphoniad start' or 'symphoniad restart'
command there is a period of time in which the applications services are set into
operation. As user root the applications services startup can be monitored by the
following command:

For integrated applications servers;
tailf /log/osgi.log

For External (offboard) applications servers;
tailf /var/siemens/common/log/osgi.log

Monitor the file osgi.log for the services startup sequence. When the osgi.log file
reports "* Start processing all bundles done.* " the system is ready. The startup
sequence should not have been interrupted by error messages. The file osgi.err
(located in the same path as the osgi.log file) should be empty also.

Press "ctrl+c’ to exit the tail function.
Questions should be addressed to your next level of support.

To stop, enter the command:

/etc/init.d/symphoniad stop
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5.4 Accessing the OpenScape Applications

5.4.1 Accessing the CMP/OpenScape Voice Assistant

From a web browser, access the CMP/OpenScape Voice Assistant with the URL
https://<IP address>/management and enter the password:

User: administrator@system
password: Provide the ADMIN_PASSWORD specified in the response file.

The IP address you use in the URL to access the CMP/OpenScape Voice
Assistant is dependant on the type of OpenScape Voice system:

* Integrated simplex systems

Use the IP address specified by the ‘node_1_ip’ parameter of the node.cfg
file. From node 1's SSH prompt, run the following command to identify the
‘node_1_ip’ IP address:

# grep ‘node 1_ip’ /etc/hiqg8000/node.cfg

Example given;

sysad@x3550stlnl: [ /home/sysad] #5

$ grep -i ‘node_1_ip’ /etc/hig8000/node.cfg

node_1_ip: 10.235.85.6

lsm node 1 _ip: 10.235.85.8

In this example 10.235.85.6 (the ‘node_1_ip’ result) would be employed to
access the CMP/OpenScape Voice Assistant.

» External OpenScape Applications server

Use the IP address of eth0 of the external applications server. From the
external applications server SSH prompt, run the following command to
identify the ethO IP address:

# ifconfig ethO

5.4.2 Accessing DLS

From a web browser, access the DLS with the URL https://<IP address
where DLS is installed>/DeploymentService, enter the following user
name and password pair:
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User: admin
Password: Asdl23!.

Note: This default password is for Linux DLS and is not applicable for the
Windows version of DLS

Access to the DLS interface is established via the bond node _alias address.

5.4.3 Accessing CLM

In order to log onto the CLM, modifications have to be made to the
ClmSettings.xml file.

On the integrated system, execute the following commands:

# cd /enterprise/clm/

# sh remoteAccess.sh <IP address 1>,<IP address 2>,<IP address
n>

<|P address 1>,<|P address 2>,<|P address n> are the remote |P addresses to
be allowed access to the CLM.

For example,

# sh remoteAccess.sh 10.5.12.40,10.0.251.42,10.235.65.221

Attention: Verify that no blanks are entered between the IP addresses.

On an external applications server, execute the following commands:

# cd /opt/licenses/clm

# sh remoteAccess.sh <IP address 1>,<IP address 2>,<IP address
n>

<IP address 1>,<IP address 2>,<IP address n> are the remote IP addresses to
be allowed access to the CLM.

Example:

# sh remoteAccess.sh 10.235.200.113,10.235.200.28,10.235.65.221

Attention: Verify that no blanks are entered between the IP addresses.
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5.5 Retrieving Trace File Information

Note: For information relating to the OpenScape Voice 'SESAP' or 'Trace
Manager",
- For SESARP, refer to Section "Continuous Trace" in the OpenScape Voice

Vx, Service Manual, Service Documentation, Serviceability Features (where x
is the software release version)

- For the OpenScape Voice Trace Manager (OSVTM), refer to the:
"OpenScape Voice Vx, Trace Manager, Service
Documentation" (where x is the software release version).

The OpenScape Applications include a small tool for easy gathering of diagnostic
information.

Generate and retrieve the trace file as follows:

1. Log in as root on the machine where the Common Management Platform
(CMP) is installed (external server where the OpenScape Applications are
installed for a non-integrated system or OpenScape Voice for an integrated
system) and issue the appropriate command for the type of system:

Standard duplex (external applications server):

# sh /opt/siemens/assistant/scripts/traces.sh

Integrated systems (integrated applications):

# sh /enterprise/assistant/scripts/traces.sh

The system displays information similar to the following example:

Note: OpenScape Voice was formerly known as HiPath 8000. References to
HiPath 8000 in the following example are equivalent to OpenScape Voice.

adsallnl:~ # sh /opt/siemens/assistant/scripts/traces.sh
0l1d trace files deleted.

Storing HiPath 8000 Assistant Traces at adsallnl-2007-03-06-
15-30-55

0l1d trace files deleted.

Storing HiPath 8000 Assistant Traces at adsalln2-2007-03-06-
15-30-55

Trace files stored, getting system information...

Trace files stored, getting system information...

Tar and compressing information

Trace Archive created in /opt/siemens/trace

total 1884

-rw-r--r-- 1 root root 1921742 Mar 6 15:31 trace-adsalln2-
2007-03-06-15-30-55.tar.gz

Tar and compressing information

Trace Archive created in /opt/siemens/trace
trace-adsalln2-2007-03-06-15-30-55.tar.gz

100% 1877KB 1.8MB/s 00:00
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trace-adsallnl-2007-03-06-15-30-55.tar.gz
trace-adsalln2-2007-03-06-15-30-55.tar.gz
/opt/siemens/trace/trace-adsalln2-adsallnl-2007-03-06-15-30-
55.tar.gz: No such file or directory

tar: /opt/siemens/trace/trace-adsalln2-adsallnl-2007-03-06-
15-30-55.tar: file is the archive; not dumped

total 4488

-rw-r--r-- 1 root root 4579331 Mar 6 15:32 trace-adsalln2-
adsallnl-2007-03-06-15-30-55.tar.gz

The script gathers required information in a compressed tar file archived for
further analysis.

2. To retrieve the trace file from the CMP, click Operation & Maintenance,
Diagnostics, Diagnostics Data, Trace File, and then Download Trace File.

Note: OpenScape Voice was formerly known as HiPath 8000. References to
HiPath 8000 in the following example are equivalent to OpenScape Voice.
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5.6 Installing a HotFix

For Integrated systems please refer to Section 5.2.3.6, “Installing a HotFix -
Integrated Apps server”, on page 419.

For Media Server Standalone and Multiple Communication Admin Server
deployments please refer to Section 5.2.14, “Installing a HotFix - Offboard
(External) Apps Server”, on page 472.

5.7 Upgrade of Offboard (External) Apps Server

This section applies to the Multiple Communication Server Admin and Media
Server Standalone deployments.

The following documents should be available because they will be referenced in
this section;

e Documentation OpenScape UC Application VXx, Installation and Upgrade,
Installation Guide (where x is the software release version)

e OpenScape Common Management Platform Vx Administration,
Administrator Documentation (where x is the software release version)

For the integrated Simplex OpenScape Voice deployments, the Applications
upgrade is included in the integrated OpenScape Voice server's upgrade or
migration process. Refer to Chapter 7, “Overview of Upgrades and Migrations to
OpenScape Voice V9” for details.

We differentiate between updating and upgrading as follows:

* Update

An update is performed when a new fix release or hotfix is available for
an installed version of the OpenScape Applications (within the same
release).

For example:

A V7 OpenScape Application was installed in version FR1 (Fix Release
1). AV7 FR2 or FR2 HF1 is released as an update.

e Upgrade

If in contrast, a V8 OpenScape Application is installed and a V9
Applications setup medium is to be used, we refer to this as an "upgrade”
to V9.

Note: The "Upgrade of Offboard (External) Apps Server" sections are related to
the Upgrade of Applications servers to new releases. To update an Applications
server to the latest DVD Build/PatchSet/HotFix level, refer to one of the following
sections as appropriate for your deployment scenario:
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For DVD Build/PatchSet Updates
- Integrated system deployments, refer to Section 5.2.3.5, “Update/Upgrade of
Integrated Applications”, on page 416

- Offboard (External) Apps Server, refer to Section 5.2.13, “Apply an Update -
Offboard (External) Apps Server”, on page 469

For HotFix Updates
- Integrated system deployments, refer to Section 5.2.3.6, “Installing a HotFix -
Integrated Apps server”, on page 419

- Offboard (External) Apps Server, refer to Section 5.2.14, “Installing a HotFix -
Offboard (External) Apps Server”, on page 472

Overview

Multiple Communication Server Admin and Media Server Standalone
Deployments are installed on a single node. It is recommended to use an one
step upgrade with mixed repositories. Follow the steps below to perform the
procedure:

¢ Create a complete backup of the system (disk + database) for fallback
¢ Stop UC Applications manually
¢ Upgrade V7R2 OpenScape UC applications to V9

¢ Upgrade the Operating System to SLES 12 by rebooting with SLES 12 DVD
and following the Update steps of SLES 12

¢ Repartition the system, if required

» Start the applications manually after completing the upgrade

5.7.1 Upgrade of V7R2 Offboard Applications to V9

1. Update the source release Applications server to the latest released V9 DVD
Build/PatchSet/HotFix level. These levels of the source release (as well as
the target release) are specified in the V9 Release Notes.

The minimum PatchSet/HotFix level of the Applications source release are
the following:

* V7:V7 FRO H6 P900

The minimum DVD Build/PatchSet/HotFix level of the Applications target
release is as follows:
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e V7R2:V7 FR6 HO

Note: The Applications installation includes the English language by default.

If your upgrade includes a Media Server, take note of the languages that are
already installed. Any additional languages would need to be downloaded
and included in the installation repository.

Any customized announcement files should be saved to an offboard server
(for restoral after the Applications install).

2. Create a complete backup of the offboard Applications server (database +
system) by using the CMP (Common Management Platform). These backups
will be needed in case of fallback. Any questions should be referred to your
next level of support before proceeding.

More details regarding backing up the Applications configuration data can be
found in "OpenScape Common Management Platform Vx Administration,
Administrator Documentation" (where x is the software release version).

Attention: Backup archives created from the OpenScape Applications server
can only be restored to the Applications server at that same software level
(DVD Build / PatchSet / HotFix). Restoring Applications backup archives
created at a different software level is not supported.

3. Store these backups as necessary to a local PC:

a) Copy the previously created backup set to an external location. If the
default archive has been used, the backup set folder can be found under
"/var/siemens/backup".

b) The response file used for the initial installation must also be saved
externally, as it will be used for the reinstallation of the applications in
case of fallback.

c) Incase CLM (Customer License Manager) is installed, save to an
external location file CImSettings.xml, which can be found under ‘/opt/
licenses/clm/ApacheTomcat/".

This file contains the access configuration for the CLM.

d) If yourApplications employ the Executive - Assistant with Cockpit feature,
the source release '.eag' files must be backed up to an external server for
restoral after the upgrade. The files are found on the External
Applications Server(OFFBoard) server at:

"lopt/siemens/HiPathCA/WebSpace/Portal/webapps/eacockpit-osc/
WEB-INF/groups"
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In the target release, these ".eag' files will be copied to the upgraded
Applications server.

Any questions should be addressed to your next level of support.

Stop the applications Symphonia and Openfire, external or internal, if
installed, by executing the following commands:

# /etc/init.d/symphoniad stop

# /etc/init.d/openfire stop

Perform the OpenScape Applications upgrade. Start by preparing the setup
medium for the offboard Apps server. To prepare the environment for the
upgrade, refer to Section 5.2.10, “Providing a Setup Medium for the

Applications”, on page 455. At the end of Section 5.2.10 a link back to this
section is provided.

Upgrade the Applications using the following syntax:

# osc-setup dup

The upgrade process is fully automatic and since no configuration files are
overridden, you need not back up these files before the upgrade.

Note: This note applies when the upgrade of the applications to V9 fails.
These steps are outside the scope of an Upgrade or Migration procedure. In
general, the following needs to be performed:

- Perform the steps of Section 5.7.2.2, “Fallback of External Applications
Server using syncUC”, on page 495.

- Re-install the Applications server software to the same level as was backed
up in Section 5.7.1, “Upgrade of V7R2 Offboard Applications to V9”, on page
490 step 2 on page 491 of this procedure.

- Restore the Applications with the backup set taken in Section 5.7.1,
“Upgrade of V7R2 Offboard Applications to V9”, on page 490 step 2 on page
491 of this procedure.

Attention: Ensure that all workarounds described in the Release Notes were
executed before you start the OpenScape UC Application for the first time. If
you do not perform these workarounds the system may adopt a defective
state.

The partitioning of the OpenScape Applications server should be verified.

If the OpenScape Application server is installed with LVM partitions, refer to
the section titled "Checking the Partitioning" in the Documentation
OpenScape UC Application VX, Installation and Upgrade, Installation Guide
(where x is the software release version).
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If the LVM was installed with only a single partition, it must be updated.
Refer to the section titled "Upgrading V6 or V7 Small Deployment in Case
of only one available LVM2 Partition" of the Documentation OpenScape
UC Application Vx, Installation and Upgrade, Installation Guide (where x
is the software release version). Starting at step 3, execute all steps to
the end.

If the OpenScape Application server is NOT installed with LVM Partitions, you
need to follow these general steps:
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Make a complete data backup using the CMP. Refer to steps 2 and 3
of this procedure.

New Install UC V7R2 Applications to the same software level that was
used in the first bullet item of this step.

For Installation instructions refer to:

- Section 5.2.4, “Updating using the CMP (Ul Patching) instead of
osc-setup”, on page 429

- Section 5.2.6, “Installation/Update Instructions for Multiple
Communications Server Admin deployment”, on page 444

For DVD Build/PatchSet Updates:

- Offboard (External) Apps Server, refer to Section 5.2.13, “Apply an
Update - Offboard (External) Apps Server”, on page 469

For HotFix Updates:

- Offboard (External) Apps Server, refer to Section 5.2.14, “Installing
a HotFix - Offboard (External) Apps Server”, on page 472

New Install SLES 12 including LVM Partition layout.

This is described in document OpenScape UC Application VX,
Installation and Upgrade, Installation Guide (where x is the software
release version), Section "Installing and Configuring the Computer
and Operating System". It is recommended that this section be
reviewed in its entirety before partitioning the server and installing the
appropriate SLES OS and service pack level. Any questions should
be addressed to your next level of support.
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* Restore data backup from the first bullet item of this step using the
CMP.

Note: This note only applies to Upgrade and Migration procedures.
If you arrived here from the Upgrade and Migration procedure of Section
5.7.1, “Upgrade of V7R2 Offboard Applications to V9”, on page 490 and
DVD Build/PatchSet/HotFixes are required for the External (offboard)
Applications server target release, then proceed as indicated:

For DVD Build/PatchSet Updates:

- Offboard (External) Apps Server, refer to Section 5.2.13, “Apply an
Update - Offboard (External) Apps Server”, on page 469

For HotFix Updates:

- "Offboard (External) Apps Server, refer to Section 5.2.14, “Installing a
HotFix - Offboard (External) Apps Server”, on page 472

It is a good practice to review the Release Notes in case that procedure
differs from the section of this document. A HotFix release note should
include detailed instructions.

If there are no DVD Build/PatchSet/HotFixes required for the External
(offboard) Applications target release, complete steps 7 through 100f this
procedure. Links to the upgrade procedures will be provided at the end of
Section 5.2.11, “Cleaning up the Repositories”, on page 467.

Any questions should be referred to your next level of support before
proceeding.

8. Upgrade the Operating System to SLES 12. Follow the instructions given in

chapter SLES 12 Installation in OpenScape UC Application V9, Installation
and Upgrade, Installation Guide.

Start the OpenScape UC Application when the upgrade process is finished
by executing the following commands:

# /etc/init.d/symphoniad start
# /etc/init.d/openfire start

The file osgi.log can be monitored for error messages while symphoniad
starts (or restarts). After executing a 'symphoniad start' or 'symphoniad
restart' command, there is a period of time in which the applications services
are set into operation. As user root the applications services startup can be
monitored by the following command:

For External (offboard) applications servers:
tailf /lvar/siemens/common/log/osgi.log
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Monitor the file osgi.log for the services startup sequence. When the osgi.log
file reports "* Start processing all bundles done.* ", the system is ready. The
startup sequence should not have been interrupted by error messages. The
file osgi.err (located in the same path as the osgi.log file) should be empty
also.

Press 'ctrl+c' to exit the tail function.

Any questions should be addressed to your next level of support.

10. If the upgrade process is complete, the system should be cleaned of ISOs
and repositories. Please refer to Section 5.2.11, “Cleaning up the
Repositories”, on page 467.

5.7.2 Fallback During Upgrade Procedure

5.7.2.1 Fallback of Integrated System

Fallback of an integrated installation is tied to the OpenScape Voice system
fallback. See the descriptions for fallback in Section 8.9.3, “Login to the console
(native OSV/VM) or the RSA interface.”, on page 628.

Attention: In some failure scenarios a Fallback to the source release
partition may not be necessary.
Contact your next level of support before proceeding.

5.7.2.2 Fallback of External Applications Server using syncUC

If fallback solution by means of syncUC is used, execute the following command:
syncUC fallback
See Section 5.2.16.2, “syncUC Commands”, on page 479 for details.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 495



Installing the OpenScape Applications
Upgrade of Offboard (External) Apps Server

496

5.7.2.3 Fallback of External Applications Server through
Restoration in the CMP

You wish to upgrade a Media Server Standalone or the Multiple Communication
Server Admin to V7 and keep the deployment scenario. If this upgrade is
abandoned, you need to execute the following steps to return to the previously
installed version.

We assume that a backup by means of the CMP, a backup of the access
configuration to the CLM (Customer License Manager) and, if required, a backup
of the E/A Cockpit configuration files are available (see step 3 of Section 5.7.1,
“Upgrade of V7R2 Offboard Applications to V9”, on page 490.)

Installing the operating system

1. Check the version of the installed operating system:

cat /etc/SuSE-release

Example output:

SUSE Linux Enterprise Server 11 (x86_64)
VERSION = 11
PATCHLEVEL = 1

Using the following command you can check whether the SLES setup
medium is available:

zypper lr

Example output:

2. Consult the documentation of the previously installed version of the
OpenScape Applications server to find out which operating system is
required.

a) Install the required operating system if it has not been set up yet.

b) If the required operating system has already been installed, uninstall the
OpenScape Applications and all associated applications.

Installing the OpenScape UC Application

3. Execute the instructions given in the documentation of the corresponding
OpenScape Applications server version to set up the previously installed
version again.
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Restoring using the CMP

4. Using the CMP, restore the data according to the administrator
documentation OpenScape UC Application Configuration and Administration,
section “Backing up and restoring OpenScape System Components”.

Attention: The software version (fix release, patchset and hotfix) of
OpenScape Applications server must be the same when backing up and
restoring data. Restoring data on a software version different from the one
used for backing up data is not supported.

Note: A Container Configuration files warning during the restore process
does not pose any problem. The demanded actions WARN Pre/Post Action
and Please restart the container are performed after the data restore.
Restoring the CLM access configuration.

5. Open the backed up file CIlmSettings.xml with the CLM access
configuration.

6. Execute the following commands to create a new file /opt/licenses/
clm/ApacheTomcat/ClmSettings.xml and to update the database:

# cd /opt/licenses/clm

# cd /opt/licenses/clm

# bash remoteAccess.sh <IP addr 1>,<IP addr 2>,<IP addr..>,<IP
addr n>

Attention: All IP addresses listed in the Al1lowedClients field must be
restored.

Example:

bash remoteAccess.sh 10.235.200.113,10.235.200.28,10.235.65.221

Attention: Make sure no blanks are entered between the IP addresses.

The backed up file ClmSettings.xml was in a directory
“/opt/siemens/clm/ApacheTomcat”. It is different from the one that
includes the file ClmSettings.xml created here.

Restoring the E/A Cockpit configuration files

7. Restore the E/A Cockpit configuration files that may have been backed up.
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* SFTP the '.ead' files that were saved to an external location prior to the
upgrade to:
/opt/siemens/HiPathCA/WebSpace/Portal/webapps/
eacockpit-osc/WEB-INF/groups

These file contains the Executive Assistant configuration data.

* Restore file ownership and access rights as follows:

# cd /opt/siemens/HiPathCA/WebSpace/Portal /webapps/
eacockpit-osc/WEB-INF/groups

# chown sym:sym eagroup*

# chmod 664 eagroup*

Start the Applications

8. For the Multiple Communication Server Admin, execute the following
command on the application computer to start the MRCP service, the Nuance
TTS and the Nuance ASR, if available:

/etc/init.d/NSSservice start

9. Start OpenScape Applications:
/etc/init.d/symphoniad start

10. Wait several minutes before logging on to the CMP.

If you cannot log on, terminate the OpenScape Applications, restart it, wait
several minutes and log on to the CMP.
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6 Survival Authority and IPMI Shutdown Agents

Starting in V7, there are two new parameters that can impact the shutdown agent
behavior. Shutdown agent behavior is described in Section 6.1, “Shutdown Agent
Overview (Non-Virtual environment)” and Section 6.2, “Shutdown Agent
Overview (Virtual environment)”. A brief description of the two parameters
follows;

1. Preferred Node to Takeover - This parameter indicates which node reacts
first to an x-channel failure. The value defaults to node 2. If the x-channel fails,
node 2 will be the first to call the shutdown agents in order to "kill" node 1.

2. Cluster Timeout - This parameter indicates how long the cluster cross
channel (AKA x-channel and cluster interconnect) can be down before the
Cluster Manager declares "Changed cross channel state to DOWN" and
initiates shutdown agent activity to prevent a split brain condition. If a node to
node connection failure is less likely than a server failure (e.g.; in a co-located
configuration) the timeout should be set to 10 seconds. If the likelihood of
short term connection failures is higher, values of up to 15 seconds are
recommended.

These parameters are available as NCPE Installation and Update options. NCPE
Installation (Expert and Wizard modes) instructions can be found in Section 2.6,
“Creating a Node.cfg File”, on page 49. Refer to Appendix C, “Updating the
Node.cfg File (Also Known as EZIP)” for EZIP information.

OpenScape Voice cluster communication failures are handled by the OSV
shutdown agents sa_ipmi and sa_down. The sa_ipmi shutdown agent tries to
verify a partner node failure by sending ipmi commands to the mtc controller of
the partner node (e.g., IMM, iRMC) while the sa_down shutdown agent
communicates with the Survival Authority to decide whether to switchover, shut
down or enter StandAlone operation.

Attention: An external (offboard) CMP has a Survival Authority component that
is included as part of the CMP Applications software installation. The Standalone
Survival Authority snmpreceiver rpom IS NOT intended for installation on a CMP.
Installation of the Standalone Survival Authority rpm on a CMP will negatively
impact the CMP snmpreceiver functionality.

A snmpreceiver should only be installed in the case of a Standalone Survival
Authority as described in Section 6.5, “Installing a Standalone Survival Authority”,

on page 507.

Any questions should be addressed to your next level of support.
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The Standalone Service option is available for duplex configurations. If it is
enabled, a node that does not receive permission to take over from the Survival
Authority stays active (in Standalone Secondary mode). For more information
regarding the Standalone Service feature, refer to Section 2.6.2.9, “Stand Alone
Service Enabled”, on page 55, of this document or to the OpenScape Voice VX,
Feature Description documentation, section "Survival Authority” (where x is the
software release version).

The Survival Authority and IPMI Shutdown Agents are installed with the
OpenScape Voice image.

The Survival Authority shutdown agent (sa_down) employs the node.cfg Survival
Authority IP address as the Survival Authority. The external (offboard) CMP has
a Survival Authority component that is included as part of the CMP
Applications software installation.

The IPMI shutdown agent (sa_ipmi) employs the node.cfg RSA IP addresses as
the IPMI remote administrative IP addresses.

The sa_ipmi shutdown agent is NOT applicable to a Virtual OSV
environment.

The sa_down and sa_ipmi shutdown agents are applicable to non-Virtual
OSV environments.

Changes to the shutdown agent configuration files are not recommended.
It is a good practice to always consult the next level of support before
changing any shutdown agent file configuration. If a customer alters the
shutdown agent file configuration, the updated files must be verified after every
patch set and MOP installation because the default (expected) settings may be
restored.

The USERID:PASSWORD credentials of the sa_ipmi shutdown agent can be
changed. Refer to Section 4.4.3, “Changing the User ID and Password for the
IMM/iIRMC Account” of this document. This activity should have been addressed
during installation of the OSV image Section 2.2.4, “OpenScape Voice Installation
Checklist”, on page 28 task 11.

To change the sa_ipmi shutdown agent RSA IP addresses employ the IFgui tool
in Update mode. Refer to Appendix C, “Updating the Node.cfg File (Also Known
as EZIP)".

If the CMP is not used as a Survival Authority (e.g., because it is co-located with
one of the OSV nodes and not the other), a Standalone Survival Authority can be
created. Refer to Section 6.3, “Hints on Survival Authority placement”, on page
503 and Section 6.8, “Verifying the Shutdown Agents Configuration”, on page
521.
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6.1 Shutdown Agent Overview (Non-Virtual environment)

Attention: The sa_ipmi and sa_down shutdown agents are applicable to Non-
Virtual OSV environments.

Attention: After an x-channel failure, node 1 (default) would wait 38 seconds to
be 'killed' by node 2 (the sum of the shutdown agent timeouts). If node 1 was not
reset when the 38 second timer expired, node 1 would invoke its shutdown agents
in an attempt to 'kill' node 2.

Starting in V7, the failover timing is improved. After an x-channel failure, node 1
will only wait 20 seconds to be shutdown (20 seconds is the timeout of the
sa_ipmi shutdown agent). If node 1 is not reset after the 20 second timer expires,
node 1 invokes its shutdown agents in an attempt to 'kill' node 2.

When the x-channel between the two OSV nodes fails, each OSV node tries to
avoid a 'split-brain' situation by power cycling the partner node via the
Maintenance Controller interface (whether Stand Alone Service is enabled or
not). The sa_ipmi shutdown agent is employed for this purpose.

If this power cycle does not work the nodes block the x-channel and contact the
Survival Authority (via the sa_down shutdown agent), which responds to one
node with 'takeover' and to the other with 'shutdown'. It is possible that the
Survival Authority does not respond at all (example given; due to network issues).
The OSV node treats a missing response from the Survival Authority as having
received 'shutdown'.

If the StandAlone feature is disabled;

* The node that received 'takeover' switches over as in a partner node failure
* The node that received 'shutdown' (or no response at all) shuts down.

If the StandAlone feature is enabled,;

* The node that received 'takeover' becomes 'stand-alone-primary’

* The node that received 'shutdown' (or no response at all) becomes 'stand-
alone-secondary'. It is possible that both nodes enter the standalone-
secondary state.

* Nodes in standalone do not takeover the virtual IP addresses, especially all
signaling IPs of the partner node, which is a functional restriction for L2-geo-
separation. The reason is that a node in a StandAlone mode has to assume
that the partner node is active. In standalone, both nodes support all
subscribers. It does not matter where the registration took place, since
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registrations are replicated between the nodes. Of course, new registrations
in standalone cannot be replicated. This is done as soon as the x-channel is
restored.

StandAlone Service is the default when node.cfg parameter Node Separation
= separate is selected.

If Node Separation = none is selected in the node.cfg then Stand Alone
service must be enabled manually.

The Stand Alone feature can be configured while creating the node.cfg file when
preparing to install an OSV cluster (refer to Section 2.6.2.9, “Stand Alone Service
Enabled”, on page 55.)

For clusters already in-service, if it is necessary to change the Stand Alone
Service feature refer to Appendix C, “Updating the Node.cfg File (Also Known as
EZIP)’

6.2 Shutdown Agent Overview (Virtual environment)

502

Attention: Only the sa_down shutdown agent is applicable to a Virtual OSV
environment.

Attention: After an x-channel failure, node 1 (default) would wait 16 seconds to
be 'killed' by node 2 (the sum of the shutdown agent timeouts). If node 1 was not
reset when the 16 second timer expired, node 1 would invoke its shutdown
agents in an attempt to 'kill' node 2.

Starting in V7, the failover timing is improved. After an x-channel failure, node 1
will only wait 5 seconds to be shutdown. If node 1 is not reset after 5 seconds,
node 1 invokes its shutdown agents in an attempt to 'kill' node 2.

When the x-channel between the two OSV nodes fails, each OSV node tries to
avoid a 'split-brain’ situation by contacting the Survival Authority (via the sa_down
shutdown agent). Survival Authority responds to one node with 'takeover' and to
the other with 'shutdown'. By default, node 2 contacts Survival Authority first and
most likely node 2 gets back the response from Survival Authority first and
becomes the standalone-primary node. It is possible that the Survival Authority
does not respond at all (example given; due to network issues). The OSV node
treats a missing response from Survival Authority as having received 'shutdown'.

If the StandAlone feature is disabled:

¢ The node that received 'takeover' switches over as in a partner node failure
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* The node that received 'shutdown' (or no response at all) shuts down.
If the StandAlone feature is enabled:
* The node that received 'takeover' becomes 'stand-alone-primary'

* The node that received 'shutdown' (or no response at all) becomes 'stand-
alone-secondary'. It is possible that both nodes enter the standalone-
secondary state.

* Nodes in standalone do not takeover the virtual IP addresses, especially all
signaling IPs of the partner node, which is a functional restriction for L2-geo-
separation. The reason is that a node in a StandAlone mode has to assume
that the partner node is active. In standalone, both nodes support all
subscribers. It does not matter where the registration took place, since
registrations are replicated between the nodes. Of course, new registrations
in standalone cannot be replicated. This is done as soon as the x-channel is
restored.

For the StandAlone Service feature to be available in a virtual environment the
node.cfg parameter Node Separation = separate must be selected. The Stand
Alone Service is enabled by default in this configuration.

The Stand Alone feature can be configured while creating the node.cfg file when
preparing to install an OSC Voice cluster (refer to Section 2.6.2.9, “Stand Alone
Service Enabled”, on page 55.

For clusters already in-service, if it is necessary to change the Stand Alone
Service feature refer to Appendix C, “Updating the Node.cfg File (Also Known as
EZIP)".

6.3 Hints on Survival Authority placement

For the Survival Authority to be useful, it cannot be placed within a failure unit that
is common to either node of the cluster. A simple example of a common failure
unit would be a node and the Survival Authority sharing a common power source.

Another example for this rule; if the two nodes are in different locations (the
meaning of geo redundancy), the Survival Authority should be in a third location.
The Survival Authority has to survive a disaster that disables one location in order
to support the failover of the surviving node in the other location.

If both nodes are in the same data center, the Survival Authority can be in that
data center, but not on a server hosting one of the nodes. There is still a potential
for a common failure unit in this configuration.

The OSV cluster with the Stand Alone Service enabled may be considered an
exception to this rule. With Stand Alone service enabled it may be ok to co-locate
the Survival Authority with one OSV node, if the OSV node is in the same failure
unit as the CMP or the provisioning systems. If the provisioning system fails
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together with the OSV node and the Survival Authority, the surviving node
transitions to the standalone-secondary operation mode. This mode means call
processing, but blocking of all provisioning. This could be acceptable, because
the provisioning system is not functioning either.

6.4 Survival Authority on the CMP

504

The Survival Authority function can be provided by the CMP or by a Standalone
Survival Authority.

If the CMP cannot be used as Survival Authority, because it may fail together with
one of the OSV nodes, the Standalone Survival Authority can be installed. Refer
to Section 6.3, “Hints on Survival Authority placement”, on page 503 and Section
6.5, “Installing a Standalone Survival Authority”, on page 507.

The Standard Duplex Large, Standard Duplex Small and Multiple
Communications Server Admin applications deployments include a snmpreceiver
as part of the Applications software installation. The snmpreceiver allows these
CMP deployments to act as a Survival Authority for their monitored OSV
systems.

Attention: Installation of the Standalone Survival Authority rpm on a CMP will
negatively impact the CMP snmpreceiver functionality.

A snmpreceiver should only be installed in the case of a Standalone Survival
Authority as described in Section 6.5, “Installing a Standalone Survival Authority”,

on page 507.

Any questions should be addressed to your next level of support.

For the CMP to function as the Survival Authority of an OpenScape Voice cluster,
the CMP needs to manage this cluster and the cluster needs to be configured with
the CMP IP address as the Survival Authority.

The Survival Authority can be configured while creating the node.cfg file when
preparing to install an OSC Voice cluster (refer to Section 2.6.2.9, “Stand Alone
Service Enabled”, on page 55).

For clusters already in-service, if it is necessary to change the Survival Authority
IP address in the OpenScape Voice nodes, refer to Appendix C, “Updating the
Node.cfg File (Also Known as EZIP)". If the customer cannot accept system
downtime, the voice server Survival Authority can also be configured via the Cli.
The result of a successful Cli execution is the Survival Authority configuration files
and the firewall (packet filtering rules) of the OpenScape Voice server are
updated. The node.cfg file on the OSV server will not be updated with the
'new' Survival Authority IP address.
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a) To execute the Survival Authority update with Cli, as user root on the voice
server primary node, issue the following:

# su - srx -c "startCli -x"

b) Log in as user sysad.

c) At the CLI> prompt, run the following commands. These two commands
remove packet filter rules that are not needed. Responses indicating the packet
filter rules do not exist are acceptable.

pktFltrRulesRemove "SnmpStandaloneSurvAthl"
pktFltrRulesRemove "SnmpStandaloneSurvAth2"

These names are examples. The packet filtering rule may exist with a
different name(s). A review of the OSCV packet filtering rules is required if
you would like to ensure the proper rule is removed. The packet filtering rule
of interest would have a 'Description’ field similar to this; "SNMP from
Survival Authority to admin IP of each node".

Any questions should be addressed to your next level of support before
proceeding.

The packet filtering rules can be displayed with Cli, the log collected and
reviewed.

From 'expert' Cli;
CLI>pktfltrrulesquery ""

From Cli Menu mode, select these options from the main menu;
e 6 Application-level Management
¢ 8 Network Element Security Management
* 4 Packet Filter Rules Security Management

e 4 Display

Note: Hint for Cli Menu mode: Use the default name (blank-no entry)
and 10 rules at a time will be displayed. Answer yes to the prompt asking
if the display should Continue. When the Packet Filter Rules Security
Management (methods) menu is presented the packet filtering rule
display is complete.
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d) The Survival Authority configuration is updated and the voice server firewall is
opened for the Standalone Survival Authority with the
'mainsetsurvivalauthority' command (these commands are NOT case
sensitive). At the CLI> prompt, run the following command (replace <HOST IP>
with the IP address of the Survival Authority:

Attention: Execution of the mainsetsurvivalauthority command does not
update the "Survival Authority” IP in the node.cfg file (of either node). To
update the node.cfg file "Survival Authority" IP an IFgui Update (EZIP) must
be performed. More information on the EZIP can be found in Appendix C,
“Updating the Node.cfg File (Also Known as EZIP)”. After reviewing Appendix C
any questions should be addressed to your next level of support.

mainSetSurvivalAuthority "<HOST IP>"

Note: If a rule with the same properties as that of the packet filtering rule being
created already exists the packet filtering rule will not be created. The command
response will indicate as much and identify the already existing packet filtering

rule.

e) To display the 'new' Survival Authority IP execute the following command;
mainGetSurvivalAuthority

f) To verify the 'new' Survival Authority configuration refer to Section 6.8,
“Verifying the Shutdown Agents Configuration”, on page 521.

Note: Execution of the mainsetsurvivalauthority command does not update
the "Survival Authority” IP in the node.cfg file (of either node). After verifying
the shutdown agents, update the node.cfg file "Survival Authority" IP with an IFgui
Update (EZIP) action. More information on the EZIP can be found in Appendix C,
“Updating the Node.cfg File (Also Known as EZIP)” After reviewing Appendix C
any questions should be addressed to your next level of support.
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6.5 Installing a Standalone Survival Authority

Attention: An external (offboard) CMP has a Survival Authority component that
is included as part of the CMP Applications software installation. The Standalone
Survival Authority snmpreceiver rpm IS NOT intended for installation on a CMP.
Installation of the Standalone Survival Authority rpm on a CMP will negatively
impact the CMP snmpreceiver functionality.

If you prefer to use a third machine as the Survival Authority (Standalone Survival
Authority), instead of your External Applications Server, these requirements must
be met:

Install the Standalone Survival Authority on a third SLES 12 machine. It is
recommended the Standalone Survival Authority be installed in advance of
the OpenScape Voice installation so the verification of the OpenScape Voice
shutdown agents can take place as soon as time permits.

The firewall on the third machine must either be disabled or packet filter rules
need to be created on the third machine in order to allow the required SNMP
messages to be exchanged between the Standalone Survival Authority and
the standard duplex nodes (co-located or geographically separated).

Configure the needed packet filter rules on your duplex voice server for the
Standalone Survival Authority application.

Remember, the Standalone Survival Authority listens on the standard SNMP
trap port (162) and should not be installed on any server with an already
existing SNMP trap process because the existing SNMP function or the
Standalone Survival Authority receiver may fail (e.g.; the Survival Authority
may not respond to takeover requests).

The minimum hardware, software, and performance requirements for the
Standalone Survival Authority are as follows:

Intel or AMD processor

SLES 12

Minimum of 500 MB RAM

Non-volatile storage (for example: disk or compact flash)

One or more Ethernet ports
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* Enough performance that the time between SNMP trap and corresponding
SET is below two seconds under maximum PC load.

Note: Maximum load is defined by the customer based on the customer-
provided applications that might be installed on the PC in addition to the
Survival Authority (the stand-alone CLM may also be installed on this PC).

6.5.1 Installing the Java Runtime Environment

The snmpreceiver needs Java runtime environment (JRE) version equal to or
greater than V1.7. Install it using the yaST2 tool by following the steps below.

Note: The use / installation of any other java application in parallel with the
Survival Authority (snmpreceiver) is not supported and as a result the
snmpreceiver will not start.

Note: It is recommended to install the highest available JRE. If both the V1.7 and
V1.8 JRE are available, then install the V1.8 JRE version.

Note: The java packages that are provided by SLES 12 SP3, (java-1_8_0-
openjdk-1.8.0.131-26.3.x86_64 and java-1_8_0-openjdk-headless-1.8.0.131-
26.3.x86_64), and generally the openjdk headless java packages can be used to
run java applications that do not require a GUI, and therefore are suitable for
running the survival authority.

These instructions were written based on user actions executed with a server
running SLES12 SP3.

1. Run yast2 with the command:
# yast2

2. Select Software and then Software Management. The Search tab is
displayed.

3. Under Search In, select the Name, Summary, Keywords and Provides
check boxes.

4. Ensure Search Mode = Contains and the Case Sensitive checkbox is NOT
selected.

5. Type jre in the box located to the left of the Search button. Press the Enter
key to trigger the search.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide



Survival Authority and IPMI Shutdown Agents
Installing a Standalone Survival Authority

6. Select the latest available JRE from the search results. Select the Accept
button.

7. If prompted, select Continue to install any Automatic Changes (dependent
packages).

8. After the successful JRE install, exit the YaST Control Center.

The JRE package should resolve any dependencies - any JRE greater than
or equal to 1_7 is acceptable.

6.5.2 Minimal Firewall Recommendations for the
Standalone Survival Authority

Note: In order to provide for the Standalone Survival Authority machine
functionality it is recommended that its firewall is enabled and its firewall rules are
configured. A minimal configuration to allow the Standalone Survival
Authority functionality follows. The actual firewall configuration is dictated by
local policy and the server's purpose in the network. Applicable documentation
should be referenced to ensure the server is hardened as recommended (e.g.;
OSV Security Checklist Planning Guide). Experience with 'yast' operations/
actions is a prerequisite for this procedure.

a) On the Standalone Survival Authority machine, run yast2 with the
command:

# yast2

Note: For assistance with navigating the YaST Control Center, refer to
the Help dialog listed on each page.

b) From the YaST Control Center window, select the Security and Users
dialog, and then Firewall.

c) From the Firewall Configuration dialog, select Allowed Services.

d) On the Firewall Configuration: Allowed Services page, select
External Zone for Allowed Services for Selected Zone. For the
External Zone, allow Secure Shell Server and the specified snmp ports
as follows;

¢ For Service to Allow select Secure Shell Server.
e Tab through to the Add action to add Secure Shell Server.

¢ |n the Allowed Service table Secure Shell Server should be
present.
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f)

* Select the Advanced dialog; in the Additional Allowed Ports table
make the following selections:

TCP Ports: 161 162

UDP Ports: 161 162 8163
RPC Ports: <Leave blank>
IP Protocols: <Leave blank>

¢ Select the OK button and you are returned to the Firewall
Configuration: Allowed Services window.

¢ On the Firewall Configuration: Allowed Services window, select
Protected Firewall from Internal Zone.

This completes the selections for the External Zone.

On the Firewall Configuration: Allowed Services page, select Internal
Zone for Allowed Services for Selected Zone. For the Internal Zone
make these selections;

e For Service to Allow select Secure Shell Server.
e Tab through to the Add action to add Secure Shell Server.

¢ |n the Allowed Service table Secure Shell Server should be
present.

¢ Select the Advanced dialog; in the Additional Allowed Ports table
make the following selections:

TCP Ports: 161 162
UDP Ports: 161 162 8163
RPC Ports: <Leave blank>

IP Protocols: <Leave blank>

Select the OK button and you are returned to the Firewall
Configuration: Allowed Services window.

This completes the selections for the Internal Zone.

After the Internal Zone selections are complete, select Next from the
Firewall Configuration: Allowed Services window.

From the Firewall Configuration: Summary window, select Finish

From the YaST Control Center window, select the Security and Users
dialog, and then Firewall

From the Firewall Configuration: Allowed Services window, navigate
back to the firewall Start-Up dialog.

In the Firewall Configuration: Start-Up window;
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* Select Enable Firewall Automatic Starting
* Select Start Firewall Now

e Select Next

* Select Finish

k) Exitthe YaST Control Center.
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6.5.3 Installing the Standalone Survival Authority

Install the Standalone Survival Authority onto a third SLES 12 machine by
following the steps below:

1.

The 'BasePackage' ISO of the latest released OpenScape Applications
version must be downloaded. Mount the file (or installation media), change
directory to the mount point, resolve the snmpreceiver rpm name/version, and
install the snmpreceiver;

# mount -o loop

<filename of BasePackage iso_ distribution>.iso /mnt
# cd /mnt/x86_64/

# 11 snmp*

# rpm -i snmpreceiver-<version>.rpm

Where <version> = the snmpreceiver version.
Examples given;

# mount -o loop OpenScapeUcSuiteApps-BasePackage-V7R1.0.0-
130000.iso /mnt

# cd /mnt/x86_64/

# cd /mnt/x86_64/

# 11 snmp*

-r--r--r-- 1 root root 909340 Jun 1 12:13 snmpreceiver-7-
0.01.x86_64.rpm

# rpm -ivh -replacefiles --replacepkgs snmpreceiver-7-
0.01.x86_64.rpm

The Standalone Survival Authority daemon will start automatically.

Note: It would be a good practice to unmount the "BasePackage" ISO at this
time;

# cd /

# umount /mnt

The Standalone Survival Authority can be configured to specific IP, read/write
communities and versions of multiple OSV nodes.

a) There is a configuration file in the Survival Authority dir (/opt/siemens/
survival_authority) named assistant. The default file configuration is as
follows:

export HIPATH8000ONODE1=10.1.122.10
export SNMPREADl=public

export SNMPWRITEl=public

export VERSION1=V5.00.02.ALL.11
export NATl=true

export HIPATH8000NODE2=10.1.122.20
export SNMPREAD2=public

export SNMPWRITE2=public

export VERSION2=V5.00.01.ALL.11
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export HIPATH8000NODE3=10.11.32.10
export SNMPREAD3=public

export SNMPWRITE3=public

export VERSION3=V4.00.02.ALL.11
export NAT3 = true

export HIPATH8000ONODE4=10.11.38.10
export SNMPREAD4=public

export SNMPWRITE4=public

export VERSION4=V4.00.01.ALL.11
export NAT4 = true

Attention: For an explanation of the NAT parameter, refer to Section 6.6,
“Configuring the Standalone Survival Authority for a Network Address
Translation (NAT) case”, on page 517.

b) The Survival Authority can be configured by editing the entries in this file.

Change the HIPATH8000NODE1 parameter value to the IP address of
Node1 (<node_1_ip> in node.cfg) and the HIPATH800ONODE2
parameter value to the IP address of Node2 (<node_2_ip> in node.cfg).
Enter the appropriate software version for the nodes being added.

There is no need to add the two lines referring to the community
strings for Survival Authority (SNMPREAD, SNMPWRITE). Below is
an example from OSV V7 showing that 'Network Address Translation' is
not required in this example);

export HIPATH8000NODE1=10.235.60.6
export VERSION1=V7.00.01.ALL.07

export HIPATH8000NODE2=10.235.60.7
export VERSION2=V7.00.01.ALL.07

Attention: If no other entries are required it is a good practice to remove
unnecessary export parameter entries. For the step 2b case, if only the
V7 entries were required then the entries associated with export entry '3'
(HIPATH800ONODE3, SNMPREAD3, SNMPWRITE3, VERSION3 and
NAT3) and export entry '4' (HIPATH8000NODE4, SNMPREAD4,
SNMPWRITE4, VERSION4 and NAT4) should be removed before saving
the assistant file.

For example, the final content of the assistant file with only a V7 Survival
Authority configuration would be;

export HIPATH8000ONODE1=10.235.60.6
export VERSION1=V7.00.01.ALL.07
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export HIPATH8000NODE?2=10.235.60.7
export VERSION2=V7.00.01.ALL.07

step c) of this section describes configuring additional nodes in the
assistant file.

c) Additional nodes can be configured by entering additional sets of entries
to the file. Be careful to;

* Maintain the numbering convention as indicated for the export
parameter entries. E.g.; for the case of the assistant file from step 2b)
the next set of nodes entered would employ '3' and '4' for the export
parameter references.

* Enter the appropriate software version of the nodes being added. In
this example a voice server cluster has been added to the assistant
file Survival Authority configuration. This example configuration
includes a Network Address Translation. The default for the NAT
parameter is false. If the NAT parameter is not present it is considered
false. More details on the NAT configuration is found in Section 6.6,
“Configuring the Standalone Survival Authority for a Network Address
Translation (NAT) case”, on page 517

export HIPATH8000NODE1=10.235.60.6
export VERSION1=V7.00.01.ALL.07

export HIPATH8000NODE2=10.235.60.7
export VERSION2=V7.00.01.ALL.07

export HIPATH8000NODE1=10.239.108.21
export SNMPREAD3=public

export SNMPWRITE3=public

export VERSION3= V4.00.01.ALL.40
export NAT3 = true

export HIPATH8000ONODE4=10.11.208.22
export SNMPREAD4=public

export SNMPWRITE4=public

export VERSION4= V4.00.01.ALL.40
export NAT4 = true

3. After the Survival Authority configuration restart the daemon by running the
following command:

#/etc/init.d/snmpreceiverd restart

The daemon status can be verified with the following command - the
expected status is "running":

#/etc/init.d/snmpreceiverd status
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4. After successful installation of the Standalone Survival Authority, configure
the OpenScape Voice packet filtering rules as follows:

Attention: IF the OpenScape Voice system was installed with the node.cfg
"survival authority" parameter IP equal to that of the Standalone Survival
Authority IP THEN step 4 may be used as a guide to review the Survival
Authority configuration. Please remember to verify the Survival Authority
configuration (refer to Section 6.8, “Verifying the Shutdown Agents
Configuration”, on page 521).

If the OpenScape Voice is in need of an update to match a new Standalone
Survival Authority IP proceed as follows;

a) Obtain the IP address of the Standalone Survival Authority system. From
a command line on the Standalone Survival Authority run:
# ifconfig

In the command output result, the “eth0” interface IP address is the IP
address of the Standalone Survival Authority system. Use this IP address
in place of <HOST IP> for the command listed in step 4e).

b) To complete the configuration, as user root on the voice server primary
node, issue the following:

# su - srx -c “startCli -x”

c) Login as user sysad.

d) Atthe CLI> prompt, run the following commands. These two commands
remove packet filter rules that are not needed. Responses indicating the
packet filter rules do not exist are acceptable.

PktFltrRulesRemove "SnmpStandaloneSurvAthl"

pktFltrRulesRemove "SnmpStandaloneSurvAth2"

These names are examples. The packet filtering rule may exist with a
different name(s). A review of the OSCV packet filtering rules is required
if you would like to ensure the proper rule is removed. The packet filtering
rule of interest would have a 'Description’ field similar to this; "SNMP from
Survival Authority to admin IP of each node".

Any questions should be addressed to your next level of support
before proceeding.

The packet filtering rules can be displayed with Cli, the log collected and
then reviewed.

1. From 'expert' Cli;

CLI>pktfltrrulesquery ""
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2. From Cli Menu mode select these options from the main menu;
* 6 Application-level Management

¢ 8 Network Element Security Management
* 3 Packet Filter Rules Security Management

* 4 Display

Note: Hint for Cli Menu mode: Use the default name (blank-no entry)
and 10 rules at a time will be displayed. Answer yes to the prompt asking
if the display should Continue. When the Packet Filter Rules Security
Management (methods) menu is presented the packet filtering rule
display is complete.

It is recommended the IFgui Update (EZIP) tool is used to update the
"Survival Authority” IP in the node.cfg file (of both nodes) and make
any other administrative and operating system updates that are required.
More information on the EZIP can be found in Appendix C, “Updating the
Node.cfg File (Also Known as EZIP)". After reviewing Appendix C any
questions should be addressed to your next level of support.

IF the situation does not permit an IFgui Update (EZIP) action at this time
THEN execution of the mainsetsurvivalauthority command is an
option. The command is not case sensitive. The Survival Authority
configuration is updated and the voice server firewall is opened for the
Standalone Survival Authority with the 'mainsetsurvivalauthority'
command (using the syntax indicated). The <HOST IP> should be
replaced with the IP address of the Standalone Survival Authority
identified in step 4a) on page 515. The expected result is "Operation
successful":

Attention: Execution of the mainsetsurvivalauthority command does
not update the "Survival Authority” IP in the node.cfg file (of either
node). To update the node.cfg file "Survival Authority"” IP an IFgui
Update (EZIP) must be performed. This update will not cause an
outage. More information on the EZIP can be found in Appendix C,
“Updating the Node.cfg File (Also Known as EZIP)". After reviewing
Appendix C any questions should be addressed to your next level of
support.
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# mainSetSurvivalAuthority "<HOST IP>"

Note: Hint for the mainsetsurvivalauthority command: If a rule with
the same properties as that of the packet filtering rule being created
already exists the packet filtering rule will not be created. The command
response will indicate as much and identify the already existing packet
filtering rule.

Note: The maingetsurvivalauthority command will list the current
Survival Authority IP. An example follows;

# mainGetSurvivalAuthority ""

Note: After installation of the Standalone Survival Authority, verify the
Survival Authority configuration (refer to Section 6.8, “Verifying the Shutdown
Agents Configuration”, on page 521).

Note: Execution of the mainsetsurvivalauthority command does not
update the "Survival Authority” IP in the node.cfg file (of either node).
After verifying the shutdown agents, update the node.cfg file "Survival
Authority" IP with an IFgui Update (EZIP) action. This update will not cause
an outage. More information on the EZIP can be found in Appendix C,
“Updating the Node.cfg File (Also Known as EZIP)”. After reviewing Appendix
C any questions should be addressed to your next level of support.

6.6 Configuring the Standalone Survival Authority for a Network Address
Translation (NAT) case

Attention: This section addresses the Standalone Survival Authority Network
Address Translation (NAT) case only. This procedure can not be applied on
an external (offboard) applications server.

Some customers have their Standalone Survival Authority placed in the
network behind a device that performs Network Address Translation (NAT). This
translation will alter the IP address of the OSC Voice server node delivering a
takeover request to the Standalone Survival Authority. This IP change will
cause the Survival Authority dialog with the Standalone Survival Authority to
fail.
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To provide for this scenario the file /opt/siemens/survival_authority/assistant can
be updated to include the ‘NAT’ parameter. The line ‘export NAT=true' will signify
that the node IP address is transformed by a NAT-service. This feature only
applies to a static NAT, a NAT that replaces the OSV node IP address with an
'‘external' IP address.

The default for the NAT parameter is false. If the NAT parameter is not present it
is considered false.

The '"HIPATH8000NODE' IP address must be the real/actual node admin IP
of the OSV node(s), not the NAT’d IP.

Remember to maintain the numbering convention for the export parameter
entries.

Example assistant file with the NAT = true:

export HIPATH8000NODE1=10.49.109.17
export NAT1=true

export VERSION1=V5.00.01.ALL.11
export HIPATH8000NODE2=10.49.109.18
export NAT2=true

export VERSION2=V5.00.01.ALL.11

Note: There is no need to add the two lines referring to the community strings for
Survival Authority (SNMPREAD, SNMPWRITE).
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6.7 Updating the Standalone Survival Authority

Note: It is expected that the Standalone Survival Authority is already running
SLES12 SP3 before the rpm is updated.

This section is intended to provide instructions for updating the Standalone
Survival Authority rpm.

It is a good practice to verify the Survival Authority configuration before
proceeding. Refer to Section 6.8, “Verifying the Shutdown Agents Configuration”,
on page 521. For this case we are particularly concerned with the Survival
Authority shutdown agent (sa_down) test result.

This procedure should be continued only if the 'sa_down' test result returns
success.

A list of the OpenScape Voice systems this StandAlone Survival Authority
supports can be found in the file named 'assistant' (located on the StandAlone
Survival Authority in /opt/siemens/survival_authority).

It is expected the following commands be executed as user root.

1. In the OpenScape Applications Release Note for the latest Generally
Available Applications software, a section titled "Software releases" indicates
the latest approved snmpreceiver version.

Alternatively, the '‘BasePackage’ ISO of the latest released OpenScape
Applications version can be downloaded. Mount the file (or installation
media), change directory to the mount point, and resolve the snmpreceiver
rpm name/version.

# mount -o loop <filename of BasePackage iso distribution>
.iso /mnt

# cd /mnt/x86_64/

# 11 snmp*

Example given;

# mount -o loop OpenScapeUcSuiteApps-BasePackage-V7R0.0.0-
130000.iso /mnt

# cd /mnt/x86_64/

# 11 snmp*

-r--r--r-- 1 root root 909340 Jun 1 12:13 snmpreceiver-7-
0.01.x86_64.rpm

2. Verify the version of the snmpreceiver package already installed;

# rpm -qga | grep -i snmpreceiver
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The version of the installed snmpreceiver package is presented. Example:
snmpreceiver-1-5.04

Note: If the installed snmpreceiver is already at the appropriate version level
(or higher), do not proceed; otherwise, continue with the update procedure.
Continue with steps 3 through 12 below.

IF the snmpreceiver requires update THEN copy the snmpreceiver package
to the Standalone Survival Authority. The snmpreceiver is included in the
'BasePackage' ISO of the Applications distribution. Use the example given in
step 1 as a guide for retrieving the snmpreceiver package.

Backup the 'Applications' configuration file by copying the assistant file to a
temporary storage location on the server. This example uses the /tmp
directory;

# cd /opt/siemens/survival authority

# cp -p assistant /tmp/assistant.bak
Stop the SNMP receiver daemon.

# /etc/init.d/snmpreceiverd stop
The expected response is 'stopping survival authority done’

Verify the daemon is stopped.

# /etc/init.d/snmpreceiverd status

The expected response is 'dead’

Uninstall the snmpreceiver package.

# rpm -e --allmatches snmpreceiver
The expected response is 'stopping survival authority done’

From the path where the snmpreceiver package was copied, install the new
snmpreceiver package.

# rpm -ivh --replacefiles --replacepkgs snmpreceiver-
<version number>.rpm

It is expected the rpm is successfully installed.

Restore the backed up 'Applications' configuration file.

# cd /opt/siemens/survival authority

# cp -p /tmp/assistant.bak .

# cp assistant.bak assistant

Remember to maintain the numbering convention for the export parameter
entries.

The OSV version value from parameter "export VersionX" in the assistant
file has to match the version of parameter "srx_build_id" from the
corresponding OSV's node.cfg.
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10. Start the SNMP receiver daemon.

# /etc/init.d/snmpreceiverd start
The expected response is 'starting survival authority running’

11. Verify the daemon status.

# /etc/init.d/snmpreceiverd status

The expected response is 'running’

12. After installation of the Standalone Survival Authority, verify the Survival
Authority configuration (refer to Section 6.8, “Verifying the Shutdown Agents
Configuration”, on page 521).

6.8 Verifying the Shutdown Agents Configuration

Attention: This text applies if you reached this section after employing the
mainsetsurvivalauthority to change your Survival Authority IP. The
mainsetsurvivalauthority command does not update the "Survival
Authority” IP in the node.cfg file (of either node). After verifying the shutdown
agents, update the node.cfq file(s) "Survival Authority” IP with an IFgui
Update (EZIP) action. This update will not cause an outage. More information on
the EZIP can be found in Appendix C, “Updating the Node.cfg File (Also Known
as EZIP)". After reviewing Appendix C, any questions should be addressed to
your next level of support.

Attention: An external (offboard) CMP has a Survival Authority component that
is included as part of the CMP Applications software installation. The Standalone
Survival Authority snmpreceiver rpm IS NOT intended for installation on a CMP.
Installation of the Standalone Survival Authority rpm on a CMP will negatively
impact the CMP snmpreceiver functionality.

The SNMPReciever should only be installed in the case of a Standalone Survival
Authority as described in Section 6.5.3, “Installing the Standalone Survival

Authority”, on page 512.

Any questions should be addressed to your next level of support.

Each node tests the Survival Authority function every 10 minutes and will report
a Survival Authority test failure with a major communication alarm. RapidStat also
performs sa_ipmi and sa_down shutdown agent tests in addition to shutdown

agent configuration checks. It is recommended that RapidStat be configured as
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a cronjob to schedule daily RapidStat health checks. Refer to the OpenScape
Voice Vx Service Documentation, section "How to Configure RapidStat as a
Cronjob" for details (where x is the software release version).

Use the following sections to verify the shutdown agent configuration and to
monitor Survival Authority activity:

e Section 6.8.2, “Monitoring the Shutdown Agents From the Nodes”, on page
524

e Section 6.8.3, “Examples of sa_down.log and sa_ipmi.log Output”, on page
525

* Section 6.8.4, “Activity Log for Survival Authority Action”, on page 527

6.8.1 Shutdown Agent Verification, Debugging and
Data Collection from the OpenScape Voice 'tools’
Menu

Overview:

The section describes an OpenScape Voice command line interface that can
verify the shutdown agents have been configured correctly or gather logs relating
to the shutdown agents. These logs would be collected to aid in debugging
shutdown agent problems.

Example displays results of option 53 and 84 are presented in Appendix M,
“Shutdown Agent Failover Model and Data Collection displays”. Links back to this
section will be provided at the end of the appendix.

6.8.1.1 Accessing the 'tools' menu

1. Logon to the OpenScape voice node as user srx (or su - srx).
2. Type "tools" and a display similar to the following is presented;

srx@srxl41a:[/unisphere/srx3000/srx] #358
$ tools

Welcome to the Hipath 8K Tools
These tools are dangerous! They can affect call processing
Do not run if you are not familiar with the side effects

Main Menu :
1. UCE context util - displays UCE contexts (ctxutil)
2. RDAL shared memory - displays and changes CAC bandwidth and call counts (rdalTool)
3. SIP-SM dump - displays and accesses SIP SM shared memory (sipsmdump)
4. FQDN resolver - displays and manages the FQDN black list (fqgdnresTool)
5. CSTA SM dump non-interactive - displays CSTA SM shared memory (cstasmdump)
6. CSTA SM dump interactive - displays CSTA SM shared memory (cstasmdump)
7. MLHG print - displays MLHG shared memory (mlhgprint)
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8. NDAL memory display - numbering modification and CAC policies shared memory
(ndalMemDisplay)

9. OMM print - displays OMM shared memory (ommprint)

30. CDR decode - decodes CDR into readable text format (cdrdecode)

31. XLA verify - displays translation information for calling/called numbers (xlaverify)

32. XDM unregister - manually unregisters DNs (XdmUnreg.exe)

33. XDM SM Display - displays the content of the XDM Shared Memory (XdmShmDisplay.exe)

50. RTP parameter delta - compares default vs. current RTP parameters

51. Security Model - displays the network packets rules

52. Network model - displays all network connections

53. Failover model - displays the network configuration for survivability

80. System information - collects low-level system information to diagnose platform issues

81. System information - collects SPT and RU log files, traces and data

82. System information - collects SMU and EZIP log files and data

83. System information - collects DB log files and data

84. System information - collects Survival Authority log files and data

99. Exit

Note: The user will be prompted for the root user password after selecting either
of the following options.

6.8.1.2 Option 53. Failover Model - Displays the Network
Configuration for Survivability

It is only necessary to run the Failover model verification/check from one node
because this option will verify/check both nodes of an OpenScape Voice cluster.

Choose option 53 to verify the shutdown agents have been configured and are
functioning correctly. The following checks are performed;

* rsal/imm configuration - Tests the configuration for failover
* rsa/imm Reachability test.[ icmp ] - Tests the ping for each of the interfaces.

» security rules [ iptables ] - Check if the security rules to Survival Authority are
present.

e Contact BMC test [ ipmi ] - Tests the ipmi protocol from both nodes.

* Contact Survival Authority test[ snmp ] - Check Survival Authority
communication.

6.8.1.3 Option 84. System Information - Collects Survival
Authority Log Files and Data

Choose option 84 to collect info related to debugging. This option will collect data
from both nodes and place the collected data of both nodes in a tar ball (on the
node from which the data collection was initiated).
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If the tool can not contact the other node a message advising as much will be
presented on the terminal. In that case the tool should be invoked on the partner
node also. The data will have to be collected from each node in this case.

Example displays results of option 53 and 84 are presented in Appendix M,
“Shutdown Agent Failover Model and Data Collection displays”. Links back to this
section will be provided at the end of the appendix.

6.8.2 Monitoring the Shutdown Agents From the
Nodes

Attention: The sa_ipmi test is NOT applicable to a Virtual OpenScape Voice
environment. The sa_down test is applicable to Virtual and non-Virtual
OpenScape Voice environments.

As root user, perform a manual Survival Authority test with the following
command(s):

The binaries to test the sa_ipmi and sa_down are located in path
[opt/SMAW/SMAWhaext/bin.

For a sa_ipmi test:

sa_ipmi -d -s <the partner node hostname>
For a sa_down test:

sa_down -d -s <the partner node hostname>

The ‘-g’ option invokes a test of the Survival Authority function.
The ‘-d’ option switches logging to the debug mode (which writes test results to
the sa_ipmi.log or sa_down.log files). The sa_ipmi.log and sa_down.log files are

located at /var/opt/SMAWhaext/log. The log files should be reviewed for
information regarding the cause of a Survival Authority test failure.

The <the partner node hostname> is the hostname of the cluster partner
node.

Examples of the commands are as follows:

Attention: The sa_ipmi test is NOT applicable to a Virtual OpenScape Voice
environment. The sa_down test is applicable to Virtual and non-Virtual
OpenScape Voice environments.

root@bocastda: [ /opt/SMAW/SMAWhaext /bin] #424
# ./sa_ipmi -s -d bocast4b
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root@bocastda: [ /opt/SMAW/SMAWhaext /bin] #426
# ./sa_down -s -d bocast4b

6.8.3 Examples of sa_down.log and sa_ipmi.log
Output

An example of the sa_down.log output for a successful sa_down shutdown agent
test follows. The actual sa_down test command was executed in a different
session window (reference command example listed in Section 6.8.2, “Monitoring
the Shutdown Agents From the Nodes”, on page 524). Direct questions regarding
the content of a sa_down.log file to your next level of support. The “NOTICE
sa_down: do_test: SaQuery returned success.” is the expected result of a
successful sa_down test.

Note: The ‘tail’ job indicated will initially print the last ten lines in the sa_down.log
file. To gain separation from these ten lines and your test output, press the Enter
key 4 or 5 times.

Note: The sa_down test is applicable to Virtual and non-Virtual OpenScape Voice
environments. The sa_ipmi test is NOT applicable to a Virtual OpenScape Voice
environment.

This log was collected from the node of an OpenScape Voice cluster at software
level V7.00.01.ALL.11_PS0004.
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sysad@fsc201: [/home/gysad] #58
$ 3%£&£ /var/opt/SMAWhaext/log/sa_ipmi.lcg

. 560 25470 fHeader: 53 ipmi.c /main/17 2012/01/30 13:25:59 try §

. 560 259470 global test-Parameter setting: IestlLocalStatus

. 560 29470 global Parameter setting for gestlocal: 1

.560 29470 global Parameter setting for testlocal: 1

0.560 29470 global Parameter setting: 'encryptedPassword' 'true'

280 29470 global test-Parameter setting: useCycle

.560 29470 global Parameter setting for testlocal: 1

-560 29470 global Parameter setting: 'retryPonCot' '2°

.560 29470 Line: f£sc201 cycle

.560 29470 found entry for host »>fs3c202< cycle »>1<

560 20470 found entry for host »>f3c202< cycle »1<

2560 29470 Read from Config File, user: USERID

56029470 decryptPassword OX 36 —> 8

560, .29470 Read from Config File, printDeyIp: 10.235.16.21:USERID:**#**
26029470 Read from Gonfig File, printDevip: 10.235.16.21:USERID:*#*##=
.560. 29470 Read from Config File, DeyIp: 10.235.16.21

560 29470 type ipmitool > /dev/mull 2>&1

.563 29470 has ipmitool is: 1

2563 259470 ipmitool -P xyz -V 2»&l

2567 28470 > [ipmitool wversion 1.8.11]

.568 20470 has paramP is: 1

.568 20470 status query (has ipmitool 1) ...

.568 20470 status query (has ipmitool 1) ...

.568 29470 ipmitool —v -I lan -H 10.235.16.21 -U USERID -P ##### chassis

2012-03-24
2012-03-24
2012-03-24
2012-03-24
2012-03-24
2012-03-24
power status 2>&l

2012-03-24 16:15:30,590 29470 > [Chassis Power is on]
2012-03-24 16:15:30.590 29470 guery result is 0

An example of the sa_ipmi.log output for a successful sa_ipmi shutdown agent
test follows. The actual sa_ipmi test command was executed in a different
session window (reference command example listed in Section 6.8.2, “Monitoring
the Shutdown Agents From the Nodes”, on page 524). Direct questions regarding
the content of a sa_ipmi.log file to your next level of support.

An ‘empty’ output is expected as a result for all of the queries and/or tests of a
successful sa_ipmi test run from the command line.

Note: The ‘tail’ job indicated will initially print the last ten lines in the sa_down.log
file. To gain separation from these ten lines and your test output, press the Enter
key 4 or 5 times.

Note: The sa_down test is applicable to Virtual and non-Virtual OpenScape Voice
environments. The sa_ipmi test is NOT applicable to a Virtual OpenScape Voice
environment.

This log was collected from the node of an OpenScape Voice cluster at software
level V7.00.01.ALL.11_PS0004.
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ysad@fsc20l: [/home/sysad] $#60
tailf /var/opt/SMAWhaext/leg/sa_down.log

819 @(#)$H=ader: SA down.c /main/é 2010/08/10 12:49:17 try § SNI
>facZiz<
819 User srx, failed login attempts since last successful login

srx on fsc ing /dev/pts/l ...

test: S5aQuery returned success

6.8.4 Activity Log for Survival Authority Action

In the case of a complete interconnection failure between OpenScape Voice
nodes, and OSV nodes and the partner maintenance controller (IMM, iRMC),
each node will send a trap "hiQPartnerNodeLeftClusterTrap" to the Survival
Authority. The Survival Authority responds with an SNMP SET command to
"takeover" or to "shutdown". The Survival Authority returns "takeover" to the first
node to deliver the trap and the "shutdown" to the second node to deliver the trap.

An example follows:
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| Alsrm ID: GE3
o Severikby: Critical

Crigin: OpenScape Yoie

| Managed Resources: 10.235.54.30

Alarms Source Mame: BOCASTS

L Alarm Type: hiGPartnariiodel eftCluster Trap

| Last Ocourred; Mar 23, 2011 11:19:57 AM
Acknowiledged Status: False

| User:
Hit Coumit: i

Attention: The Standalone Service option is available for duplex configurations.
If it is enabled, the node that does not get the permission to take over from the
Survival Authority stays active (in Standalone Secondary mode). For more
information regarding the Standalone Service feature, refer to Section 2.6.2.9,
“Stand Alone Service Enabled”, on page 55 of this document or to the
OpenScape Voice Vx, Feature Description documentation, section “Survival
Authority” (where x is the software release version). Any questions regarding
the Standalone Service should be addressed to your next level of support.

You can monitor the Survival Authority activities via the CMP. Login to the CMP,
then select the Maintenance tab and navigate Monitoring --> Logs --> System.
Filter for Survival Authority in the 'Advanced' options. You should see two entries
similar to the following:
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/2 hudit Log - offboard - Windows Internet Explorer o ] 53
| Audit Log - offboard ?
General Parameters
General
Date/Time: Aug 30, 2011 Z:21:34PM
lieers Internal @system
Detail
Job ID:
Command: Takeover
Category: survival autharity
Result: success
GRTSEP4L3C
Additional Info:
Close
Date/Time User Command Category Result Additional Info Parameters
& ntemal@system IsfUmijsers configuration -]
r aimnstrake Esysten TCG gefTestCalGeneratorParams anfigaaten ] GetConfgPamD . usageChdd=463...
% w intemal Beystem fctimlsers configuration (]
5 admingrator Gsystem TCG.geiTesiCalGenerstorParams configuration ] GatConfigParmD ... usageChid=ds ..
1 Internal@system Shutdown sunvival autharity [] GRTSEPAX 5.1=10.0.42.10
s totermalEsyaten Takover sirvvl authority (] GrEALX s ne10.0.1220

e TakeOver + |IP address of the surviving node under ‘Parameters’ for the node
which survives the failure (or becomes ‘Standalone Primary’ if
StandAloneService is enabled)

e Shutdown + IP address of the killed node under ‘Parameters’ for the node
which gets shutdown (or becomes ‘Standalone Secondary’ if
StandAloneService is enabled)

Note:

Click this link to return to Chapter 7, “Overview of Upgrades and Migrations to
OpenScape Voice V9”.
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7 Overview of Upgrades and Migrations to OpenScape

Voice V9

The following table shows the hardware platforms that support new installations,
Upgrades and Migrations:

Server Model

Comment

Lenovo SR530

Supported for new installations.
Supported for Upgrade from existing installations.

Supported for Migration from any hardware platform.

FTS RX200 S7

Supported for new installations.
Supported for Upgrade from existing installations.

Supported for Migration from any hardware platform.

FTS RX200 S6

Not Supported for new installations starting in V9.
Supported for Upgrade from existing installations.

Supported for Migration from existing FTS RX200 S6 installations
excluding migration from Simplex to Duplex. Migration from other
hardware server(s) to FTS RX200 S6 server(s) is not supported.

Lenovo x3550 M5

Supported for new installations.
Supported for Upgrade from existing installations.

Supported for Migration from any hardware platform.

IBM x3550 M4

Supported for new installations.
Supported for Upgrade from existing installations.

Supported for Migration from any hardware platform.

IBM x3550 M3

Not Supported for new installations starting in V9.
Supported for Upgrade from existing installations.

Supported for Migration from existing IBM x3550 M3 installations
excluding migration from Simplex to Duplex. Migration from other
hardware server(s) to IBM x3550 M3 server(s) is not supported.

Table 25 Supported Hardware Servers for New Installations, Upgrades & Migrations

Attention: Before beginning an upgrade on a redundant system, ensure that the
Survival Authority and IPMI shutdown agents are functioning correctly on the
source release.
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For V7 systems, refer to Section 6.8, “Verifying the Shutdown Agents
Configuration”, on page 521. (A documentation link is provided to return you to
this location.)

Note: The Upgrade or Migration from a source system to a target system with
both having the same release version (e.g., from V7 to V7) is usually performed
when the installed image is to be replaced with a newer image of the same
release.

Attention: There is no need to re-provision/re-assign the MediaServer
announcement/treatments or Prefix Access Code (PAC) data after completing
the Upgrade/Migration. The upgrade process manages the required database
and configuration changes.

Attention: For Simplex systems, after the successful Upgrade or Migration, the
English language will be installed by default. Any other languages will have to be
installed. Reference Appendix Q, “Guidelines for Language and Application
Package adds to Simplex Systems” page 903 for more details.

To expedite the installation of the additional language packages, it is
recommended you know which language packages are necessary for installation
after the successful Upgrade or Migration procedure is executed.

If it is decided to install the additional packages at a later date, it is recommended
this activity take place in a maintenance window because the affected
Applications server will be out-of-service for the duration of the package add(s).
Any features provided by the Applications server will be unavailable for the
duration of the package addition(s).

When performing an upgrade, the source system must have a smaller or equal
version compared to the target system. For example, from UC VOR3 HF3 to UC
VIR3 HF5. In case you want to upgrade to a higher version of OSV and the UC
version is lower than the one you have, perform the following steps:

1. Starting from source OSV Integrated Simplex, on node1 enter the command:
upgrade8k -quiet -noimport. This will install the higher edition of the
OSV IMG on the fallback side and it will notimport the data automatically after
the update.

2. Once the update has finished, the UC application must be updated to, in our
example, V9 R3 HF5 again (as the image installed only UC HF3)

3. Install the toolkit
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4. Execute command import8k -local on OSV node 1. This will retrieve the
data from the source version and will finish successfully as now the UC will
be on the same level, in our example VOR3 HF5.

OpenScape Voice Server system migrations with a network schema change are
supported (refer to Chapter 9, “Migrations to OpenScape Voice V9”). Another
strategy to implement a network change migration scenario is to upgrade (or
migrate) the OpenScape Voice server to the target release first and then update
to the new network schema with the Installation Framework Update (EZIP). Refer
to Appendix C, “Updating the Node.cfg File (Also Known as EZIP)”. Questions
should be addressed to your next level of support.

During an installation or an upgrade process, the hard disk drives for each node
are divided into two partitions of equal size. These HDD partitions are referred to
as the "Primary" partition and the "Secondary" partition.

The partition on which the running software resides is called the "Active" partition
(this could be either the "Primary" or "Secondary") and the other partition is called
the "Fallback" partition (also referred to as the "standby" partition).

Note: To determine the contents of the OSV system active and passive partitions,
execute as user rooft:

# lunisphere/srx3000/srx/bin/sync8k -v

Should the Active partition become unstable during the upgrade, one option is to
recover by booting off of the Fallback partition. Fallback procedures are described
in Section 8.9, “Fallback Procedures”, on page 626. When a decision to
Fallback is made the associated Fallback Procedure is determined based
on how far the upgrade procedure has progressed. Different Fallback
procedures are called for based on the upgrade progress.

Read the following sections carefully before beginning any upgrade or migration:
e Section 7.2, “Solution Upgrade Considerations”, on page 536.

* Section 7.2.2, “Hardware Platform Migrations”, on page 536.

» Section 7.3, “Upgrade and Migration Scenarios”, on page 540.

* Section 7.4, “Completing the Upgrade/Migration to V9”, on page 544.
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7.1 Feature Support Notes

534

7.1.1 Source Based Routing

Source based routing is supported. Employing source based routing, the OSV
sends IP packets to an IP gateway/router based on which subnet the source IP
of the packet belongs to. For this default, gateways should be specified for the
OSV IP subnets admin, signaling and billing. If, for example, a billing gateway is
specified, the OSV sends billing files via this gateway and there is no need for the
creation of static routes to each billing server.

Another advantage of source base routing is that responses to admin requests
from a remote IP network to the OSV admin IP address are sent back via the
default admin gateway. Without this admin gateway, the response would be sent
via the default router, which is usually on the signaling network. It is therefore
highly recommended to specify default gateways via NCPE when preparing the
node.cfg for the new release. Additional notes regarding source based routing
follow;

a) There is no source based routing for the OSV x-channel subnet. But, an
xchannel default gateway is still required if the x-channel subnets of the
two nodes are different. It is used by the OSV to automatically create a
static route to the partner node x-channel IP address.

b) Even with source based routing, static routes are still required for OSV
trap destinations, NTP and DNS (this is because the OSV software does
not control the source IP of packets sent to these devices).

c) OSV automatically replicates each static route to the source based
routing table of the subnet that the router belongs to. For example, if the
admin network is 1.2.3.0 to 1.2.3.255 and if a staticroute to IP 4.4.4 .4 is
specified via router 1.2.3.1, there will be two static routes, one in the
admin source based routing table and one in the global routing table. So
even if the OSV sends out a packet to 4.4.4.4 with source IP 2.2.2.2, it will
still go via 1.2.3.1.

d) If source based routes are already established on the source release,
these default gateways will be reflected in the node.cfg built from the
system data collection step. The system data collection step is included
in each upgrade procedure (refer to Section 8.3.1, “Create the Node.cfg
for the Target System”, on page 572, for details on this procedure). This
data collection node.cfg will be the basis for the target release installation
node.cfg. The source based routes will be included in the target release
node.cfg. Itis a good practice to review the target release node.cfg before
installation of the target release.

e) There are two options to implement source based routes during an
upgrade:
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¢ The implementation or updating of source based routes during
an upgrade will require the use of a Migration strategy (and
therefore a system outage). These Migration strategies are detailed
in Chapter 9, “Migrations to OpenScape Voice V9”.

* Forduplex systems, if an OpenScape Voice system outage cannot be
tolerated during an upgrade, the implementation of source based
routes is a two step process:

— First, the Outage Free toolkit upgrade will need to be performed. The
procedure is detailed in Section 8.6, “Upgrade of an OSV Duplex
System Using Live Upgrade”, on page 600. As a general rule, no
changes to the OSV target release node.cfg are allowed during the
three upgrade procedures detailed in Chapter 8, “Upgrades to
OpenScape Voice V9’

— After a Chapter 8 upgrade procedure is completed, the EZIP feature
can be employed to establish source based routing (by specifying
default gateway addresses). For more information regarding EZIP,
Chapter C, “Updating the Node.cfg File (Also Known as EZIP)". Any
questions should be addressed to your next level of support.

7.1.2 Flexible Ethernet circuit and IP Address
Configuration

Before starting the Upgrade or the Migration, ensure that the servers to be used
for the target release are supported for the activity. For details, refer to Table 25
on page 531.

7.1.3 Cluster Timeout

From V7 onwards, a new node.cfg parameter is introduced; Cluster Timeout.
The Cluster Timeout parameter indicates how long the cluster cross channel
(AKA x-channel and cluster interconnect) can be down before the Cluster
Manager declares "Changed cross channel state to DOWN" and initiates
shutdown agent activity to prevent a split brain condition. For upgrades from V7
to V8 or higher the value will be set to 10 seconds.

If a node to node connection failure is less likely than a server failure (e.g.; in a
co-located configuration), a Cluster Timeout of 10 seconds is recommended. If
the likelihood of short term node to node connection failures is higher, values of
up to 15 seconds are recommended. After a successful upgrade, the Cluster
Timeout can be changed with the IFgui Update tool (EZIP). Refer to Appendix C,
"Updating the Node.cfg File (Also Known as EZIP)"

If an upgrade from V7 to V9 is performed, the Cluster Timeout value of the
source will be maintained in the target.
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7.1.4 Broadcast Routes

Broadcast route '239.255.255.253 255.255.255.255 0.0.0.0 nafoQ' is no longer
necessary for the OpenScape Voice (OSV) server. The route will not be carried
forward from the source release to the target release system.

Source release Broadcast routes configured on the OSV can be found in the
node.cfg file "Section 3: IP configuration". Source release Broadcast routes can
also be listed by opening the source release node.cfg file with the "Generally
Available" source release NCPE (in expert mode). The broadcast routes are
found in IP Configuration (5/6).

7.2 Solution Upgrade Considerations

Refer to Appendix S, “Solution Upgrades” for an overview of solution upgrades
and the recommended V9 solution upgrade sequence.

7.2.1 Servers No Longer Supported
Before starting the Upgrade or the Migration, ensure that the servers to be used

for the target release are supported for the activity. For details, refer to Table 25
on page 531.

7.2.2 Hardware Platform Migrations

Attention: An upgrade that includes a migration to a different hardware platform,
for whatever reason, is performed using the migration toolkit and appropriate
checklist in Chapter 9, “Migrations to OpenScape Voice V9”.

The new server (or servers) should be installed into the rack and prepared (for
example: modify the SCSI RAID configuration, modify the BIOS settings, update
firmware) for the migration before the maintenance window in which the migration
shall be performed. Server Installation details are provided in Chapter 3,
“Installing the Hardware Platform”.
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7.2.3 IBM x3550 M3/M4 Simplex to Standard Duplex
Migration
The migration of an IBM x3550 M3 Simplex system to a standard duplex cannot

be done unless new hardware (for example, IBM x3550 M4, FTS RX200 S7, etc.)
is employed on the target side.

Attention: This migration is performed using the migration toolkit and appropriate
checklist in Chapter 9, “Migrations to OpenScape Voice V9”.

Simplex to duplex migrations require the following for IBM x3550 M3/M4-based
systems:

*  One Quad port Gigabit Ethernet PCI card must be installed into the single-
node IBM x3550 M3/M4 server. Do not install the Ethernet card until
instructed to do so by the migration documentation.

When instructed by the migration documentation to install the Ethernet card,
refer to the appropriate IBM x3550 M3/M4 service documentation for
instructions.

* Asecond IBM x3550 M3/M4 server must be installed matching the first server
type.

Install the second IBM x3550 M3/M4 server into the rack, modify the SCSI
RAID configuration (Section 3.3.7 on page 90) and modify the BIOS settings
(Section 3.3.8 on page 110) before the maintenance window in which the
migration shall be performed. Do not connect any Ethernet cables until
instructed to do so by the migration documentation.

When instructed by the migration documentation to connect the Ethernet
cables, refer to Section 3.3.6.2, “Connecting the Cables for a Redundant IBM
x3550 M3/M4”, on page 84 for instructions.

7.2.4 FTS RX200 S6/S7 Simplex to Standard Duplex
Migration
The migration of an FTS RX200 S6 Simplex system to a standard duplex cannot

be done unless new hardware (for example, IBM x3550 M4, FTS RX200 S7, etc.)
is employed on the target side.

Attention: This migration is performed using the migration toolkit and appropriate
checklist in Chapter 9, “Migrations to OpenScape Voice V9”.
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Simplex to duplex migrations require the following for FTS RX200 S6/S7-based
systems:

¢ One Quad port Gigabit Ethernet PCI card must be installed into the single-
node FTS RX200 S6/S7. Do not install the Ethernet cards until instructed to
do so by the migration documentation.

When instructed by the migration documentation to install the Ethernet card,
refer to the FTS RX200 S6/S7 service documentation for instructions.

e Asecond FTS RX200 S6/S7 must be installed.

Install the second FTS RX200 S6/S7 into the rack, modify the SCSI RAID
configuration (Section 3.5.7 on page 191) and modify the BIOS settings
(Section 3.5.8 on page 214) before the maintenance window in which the
migration shall be performed. Do not connect any Ethernet cables until
instructed to do so by the migration documentation.

When instructed by the migration documentation to connect the Ethernet
cables, refer to Section 3.5.6.2, “Connecting the Cables for a Redundant FTS
RX200 S6/S7”, on page 186 for instructions.

7.2.5 Additional Servers for Migrations to Standard
Duplex

Note: Integrated simplex or duplex migrations to standard duplex are performed
using the migration toolkit and appropriate checklist in Chapter 9, “Migrations to
OpenScape Voice V9”.

Migrations to standard duplex require that an external applications server is
installed with the OpenScape Applications DVD version level and the SLES
operating system level that is compatible with the OpenScape Voice software
version and patch set level.

For Multiple Communications Server Admin deployments refer to Chapter 5,
“Installing the OpenScape Applications” of this document.

For Standard Duplex Small or Standard Duplex Large deployments refer to the
appropriate section(s) of the OpenScape UC Application Vx, Installation and
Upgrade, Installation Guide (where x is the software release version).
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After you perform the checklist steps to migrate to standard duplex, you then
install/update this external applications server to the OpenScape Applications V9
USB level and the recommended SLES OS and SP distribution level as
necessary.

Note: The Deployment Service (DLS) component might not be supported on the
external OpenScape Applications server due to sizing limitations. A separate
server running Microsoft Windows might be required for the DLS component.
Please review the DLS release notes for sizing limitations when DLS is installed
as a component of the external applications server.

Attention: If the integrated OSV system contains a DLS and migration of the DLS
to an offboard server is planned, perform data collection on the source release
(integrated) DLS before starting any Simplex to Standard Duplex migration
procedure. Please refer to the DLS Release Notes for the data collection
instructions.

Any questions should be addressed to your next level of support.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 539



Overview of Upgrades and Migrations to OpenScape Voice V9
Upgrade and Migration Scenarios

7.3 Upgrade and Migration Scenarios

Note: Upgrades and Migrations to V9 are supported only from V7R1/V8R1 and
V9 systems. The Upgrade or Migration from a source system to a target system
with both having the same release version (e.g., from V9 to V9) is usually
performed when the installed image is to be replaced with a newer image of the
same release.

Attention: Ensure that SIP-Q connections are configured to use the TCP or
TLS+MTLS transport before you begin the upgrade. For a SIP-Q GW (for
example, HG3540): ensure the transport type = TCP or TLS+MTLS (no UDP).
Please refer to INF-08-000789 on G-DMS for links to the solution configuration
guides for additional details. Ensure that GW calls complete successfully
(inbound and/or outbound) before you begin the upgrade if you update the
configuration.

Attention: In V9 (only for V9 switches), the functionality whether OSV will set up
an MTLS connection to an endpoint has been split out from the MTLS transport
type and shows up as a new checkbox in SOV Assistant named "Endpoint does
not accept incoming TLS connections". At the same time, when setting the
transport type to MTLS, it is now enforced that the connection must be served by
SIPSM 3 or SIPSM 4. The consequence of this is that after the upgrade for
backward compatibility reasons, an endpoint that was formerly configured to
show MTLS transport type will now show TLS transport type (with the Endpoint
does not accept incoming TLS connections checkbox not checked). If the craft
wishes to enforce MTLS, then the craft must manually set the transport type to
MTLS which will require the endpoint to send its messages on a mutually
authenticated TLS connection served by SIPSM 3 or SIPSM 4.

7.3.1 Upgrade Scenarios

The following sections address both supported and not supported upgrades in
addition to remote software upgrades.
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7.3.1.1 Supported Upgrades

Refer to Chapter 8, “Upgrades to OpenScape Voice V9” for these upgrade
scenarios (in each scenario the target system’s hardware server platform model,
product type, subnet configuration, and deployment type [co-located nodes or
geographically separated nodes] is kept the same as the source system).

The Outage Free toolkit upgrades, Section 8.6, “Upgrade of an OSV Duplex
System Using Live Upgrade”, on page 600, is still supported for standard duplex
systems if the customer cannot accept system downtime.

Note: The term native hardware refers to an OpenScape Voice system
configuration that is not a virtual machine.

* V7R1/V8R1 simplex virtual machine to V9 simplex virtual machine. Refer to
Section 8.5.1, “Overview”, on page 588.

* V7R1/V8R1 simplex native hardware to V9 simplex native hardware. Refer to
Section 8.5.1, “Overview”, on page 588.

* V7R1/V8R1 standard duplex native hardware to V9 standard duplex native
hardware. Refer to Section 8.6.1, “Overview”, on page 600.

* V7R1/V8R1 standard duplex virtual machine to a V9 standard duplex virtual
machine. Refer to Section 8.6.1, “Overview”, on page 600.

Note: An alternative upgrade choice is the Remote Software Upgrade. For more
information, refer to Section 7.3.1.3, “Remote Software Upgrade as an Alternative
Upgrade Choice”, on page 542.

7.3.1.2 Upgrades Not Supported

Upgrades of integrated duplex systems are not supported. Integrated
Duplex systems must migrate to a Standard Duplex configuration on HW
supported in V9, refer to Chapter 9, “Migrations to OpenScape Voice V9”.

Starting in V7, Low Cost systems are not supported. A Low Cost system in
an older release must be migrated to a configuration supported in V9. Refer
to Chapter 9, “Migrations to OpenScape Voice V9”.
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7.3.1.3 Remote Software Upgrade as an Alternative Upgrade
Choice

Remote Software Upgrades were introduced (Section 8.7, “Upgrade of an OSV
System Using Remote SW Upgrade”, on page 609). This feature saves service
cost by providing a procedure to perform major release upgrades without the cost
of having a Service Technician on-site.

Remote Software Upgrades are applicable to:
e OSV Integrated Simplex

¢ OSV Standard Duplex (the OSV nodes only). Outage Free Toolkit Upgrade
should be employed if an outage is not acceptable.

¢ OS8V Virtual deployment (Standard Duplex)

7.3.2 Hardware Migrations

Note: Product type and node deployment changes are allowed as part of the
hardware platform migration.

These migrations are performed using the migration toolkit and appropriate
checklist in Chapter 9, “Migrations to OpenScape Voice V9”. Refer to Chapter 9,
“Migrations to OpenScape Voice V9” for the following upgrades that include a
hardware platform migration:

¢ V7R1/V8R1 simplex to V9 simplex

* V7R1/V8R1 simplex to V9 standard duplex (co-located nodes or
geographically separated nodes)

* V7R1/V8R1 standard duplex (co-located nodes or geographically separated
nodes) to V9 standard duplex (same node deployment as source)

¢ V7R1/V8R1 standard duplex (co-located nodes) to V9 standard duplex
(geographically separated nodes)

7.3.3 Product/Node Deployment Migrations

Refer to Chapter 9, “Migrations to OpenScape Voice V9” for the following product
type or node deployment migrations:

Note: In these product type and node deployment migrations, the existing
OpenScape Voice server hardware is reused.
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*  V7R1/V8R1/V9 simplex to V9 standard duplex (co-located nodes or
geographically separated nodes)

* V7R1/V8R1/V9 standard duplex (co-located nodes) to V9 standard duplex
(geographically separated nodes)

*  V7R1/V8R1/V9 standard duplex native hardware (co-located nodes or
geographically separated nodes) to V9 virtual machine (same node
deployment as source). Knowledge of the VMware environment is a pre-
requisite for this migration. If the hardware of the source release is reused
for this migration scenario; before the OSV Image can be installed the ESXi
must be installed and the virtual environment configuration built. This will
extend the system down time.Section 4.3, “Virtualization Environment
Setup”, on page 241 should be referenced for details.
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7.4 Completing the Upgrade/Migration to V9

544

Note: When migrating from a simplex to a standard duplex configuration or
performing an upgrade that includes a node deployment migration, please
consider the following;

¢ Basic TLS certificates are included in the image install. If custom certificates
have been employed the migration from a simplex to a co-located duplex
system should not require the generation of additional custom certificates for
node 2 (because the network schema does not change). Migration to a geo-
separated environment will require the generation of additional custom
certificates because node 2 will have a different network schema than node
1. Node deployment migrations will require the generation of additional
custom certificates for node 2 also.

e The external DNS will have to be administered with the node 2 IP address
information.

Any questions should be addressed to your next level of support.

Note: It is recommended that any USB drive(s) used during an OpenScape Voice
Installation procedure be removed from the server(s) at this time.

Note: Ensure that all OpenScape UC Application V7 Installation and Upgrade,
Installation Guide migrations steps have been addressed for Solution Upgrades
that include a "Migration from Integrated to Small Applications deployment" or
"Migration from Small to Large (or Very Large) Applications deployment"
migration. This will prevent feature failures on the target solution.

As an example:

An OpenScape Voice "Simplex to Standard Duplex Product Migration" includes
a migration from an Integrated Applications deployment to a Small Applications

deployment. The Integrated Simplex OSV media server endpoint IP addresses

should be updated to the IP of the offboard media server in the Standard Duplex
OSV. Without these updates important functionality will be missing on the target
solution; for instance the UC Conference portal.

Complete the upgrade to V9 as follows:

1. The V9 target licenses should have already been installed on the OSV server
and, if necessary, the offboard (external) Applications server. If the licenses
were not installed please do so now.

e For OSV license installation;
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e For Integrated OSV systems and node 1 of a duplex OSV
configuration refer to Section 9.12.1.2, “Customize Node 1”, on page
687.

* For node 2 of a duplex OSV configuration refer to Section 9.12.2.2,
“Customize Node 27, on page 690.

¢ If the Offboard (external) and Integrated Simplex Applications servers
require license installation (e.g.; UC licenses), refer to the section titled
"Activating Licenses" in the OpenScape UC Application Configuration
and Administration documentation of your release.

2. If migration was performed with server(s) hardware change out, the IMM/
iRMC user id and password are created with the default values (USERID/
PASSWORD where the "0" in PASSWORD is zero, not the letter O) on the new
server(s). If the old server(s) had non-default values for the user id and
password, then update the IMM/IRMC user id and password on the new
server(s) as described in Section 4.4.3, “Changing the User ID and Password
for the IMM/IRMC Account”.

3. Carefully review the OpenScape Applications V9 release note and
download any materials the release note indicates that you will need to install
any required workarounds, hot fixes, or updates to the OpenScape
Applications.

4. Carefully review the OpenScape Voice V9 System release note and
download any materials the release note indicates that you will need to install
any required workarounds, patches, emergency patches, or updates to the
OpenScape Voice system.

5. Ifthe source release hosts file was copied and saved due to the Section 8.4.7,
“Verify the Hosts File Configuration”, on page 582 procedure, rebuild the
user-created entry list in the target release hosts file as follows:

Note: For duplex systems, both nodes need to be updated. The duplex
system hosts files should be updated from the saved hosts file of that node.
The stored hosts files should have been saved with names indicative of the
node the hosts file was saved from (for example: hosts_n1 and hosts_n2).

a) Open and copy the user-created entry list from the saved source release
hosts file and paste the list below the new banner in the target release
hosts file (new user-created entries can be added to the bottom of the
list). For example, the nmcsnmptrap and host_pc are user-created entries
copied and pasted into the target release hosts file:

10.235.54.10 rtp com0_eth6
10.235.54.30 p_coml_eth6
########################################
# Please add new hosts under this line #
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b)

FHEFFH R
10.235.200.230 nmcsnmptrap
10.235.200.29 host_pc

Verify that all the user host’s entries were carried properly.

6. Restore the Cron tables for user root.

There are two Cron tables; One for user root and another for user srx.

The Cron tables are different on each node and for each of the above two
users.

a)

b)

On the first node, open file crontab root nodel of the source
release that was saved to an external location prior to the upgrade.

Open/edit the Cron table for user root on the first node.
# crontab -u root -e (u=user, e=edit cron table)

For each entry in the source release file crontab root nodel,
determine whether the source release cronjob should be added to the
target release crontab.

Save the Cron table for user root.

For an OSV duplex system, repeat the above steps for user root on node
2. Remember that the saved Cron tab file of the source release of node 2
is crontab root node2.

7. Restore the Cron tables for user srx.

a)

b)

c)

On the first node, openfile crontab srx nodel of the source release
that was saved to an external location prior to the upgrade.

Open/edit the Cron table for user srx on the first node.
# crontab -u srx -e (u=user, e=edit cron table)

For each entry in the source release file crontab srx nodel,
determine whether the source release cronjob should be added to the
target release crontab.

Save the Cron table for user srx.

For an OSV duplex system, repeat the above steps for user srx on node
2. Remember that the saved Cron tab file of the source release of node 2
is crontab srx node2.

8. CLM Settings file restoral.

a)

546

For an integrated simplex system, if CLM (Customer License Manager) is
employed, the C1mSettings.xml file must be restored as follows:

¢ Open the backed up file CImSettings.xml with the CLM access
configuration. This file contains the access configuration for the CLM.
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* Execute the following commands to create a new file
" /enterprise/clm/ApacheTomcat/ClmSettings.xml" and
to update the database:
# cd /enterprise/clm/

# bash remoteAccess.sh <IP addr 1>,<IP addr 2>,<IP
addr...>,<IP addr n>

Attention: All IP addresses listed in the A11lowedClients field mustbe
restored.
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Example:

bash remoteAccess.sh
10.235.200.113,10.235.200.28,10.235.65.221

Attention: Make sure no blanks are entered between the IP addresses.

The backed up file C1mSettings.xml was in a directory
" /enterprise/clm/ApacheTomcat". Itis different from the one
that includes the file ClmSettings.xml created here.

For a duplex configuration, if CLM (Customer License Manager) is
installed, the C1mSettings.xml file must be restored as follows:

* Open the backed up file CImSettings.xml with the CLM access
configuration. This file contains the access configuration for the CLM.

* Execute the following commands to create a new file
" /opt/licenses/clm/ApacheTomcat/ClmSettings.xml"
and to update the database:

# cd /opt/licenses/clm
# bash remoteAccess.sh <IP addr 1>,<IP addr 2>,<IP
addr...>,<IP addr n>

Attention: All IP addresses listed in the A11owedClients field mustbe
restored.

Example:

bash remoteAccess.sh
10.235.200.113,10.235.200.28,10.235.65.221

Attention: Make sure no blanks are entered between the IP addresses.

The backed up file C1mSettings.xml was in a directory
" /opt/siemens/clm/ApacheTomcat". ltis different from the one
that includes the file CIlmSettings.xml created here.

Executive Assistant file restoral.

a) For an integrated simplex system, if Executive Assistant feature is

employed, the source release '.eag' files must be restored as follows:

* SFTP the '.eagd' files that were saved to an external location prior to
the upgrade to “/enterprise/HiPathCA/WebSpace/Portal/
webapps/eacockpit-osc/WEB-INF/groups”

These file contains the Executive Assistant configuration data.
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* Restore file ownership and access rights as follows:

# cd /enterprise/HiPathCA/WebSpace/Portal/webapps/
eacockpit-osc/WEB-INF/groups

# chown sym:sym eagroup*
# chmod 664 eagroup*

b) Fora duplex configuration, if Executive Assistant feature is employed, the
source release '.eag' files must be restored as follows:

* SFTP the "ead' files that were saved to an external location prior to
the upgrade to " /opt/siemens/HiPathCA/WebSpace/Portal/
webapps/eacockpit-osc/WEB-INF/groups”

These file contains the Executive Assistant configuration data.

* Restore file ownership and access rights as follows:
# cd /opt/siemens/HiPathCA/WebSpace/Portal/webapps/
eacockpit-osc/WEB-INF/groups
# chown sym:sym eagroup*
# chmod 664 eagroup*

10. The following should be observed regarding media servers:

* There should be no need to re-provision/re-assign the MediaServer
announcements, treatments or Prefix Access Code (PAC) data after
completing the Upgrade/Migration. If problems with the media server are
observed or suspected, refer to the following:

— Formedia server announcement and treatments, refer to OpenScape
Voice Vx Administration, Administrator Documentation (where x is the
software release version), the section titled Media Services.

— For media server hardware requirements, refer to OpenScape Media
Server Vx Administrator Documentation (where x is the software
release version).

— For Prefix Access Code (PAC) information, refer to Section D.2, “How
to Add/Delete Default Unify PACs for Vertical Services”, on page 714.

* The RadiSys Convedia media server is no longer supported.

Note: The Media Server SIP endpoint for Integrated Simplex deployments
shall be associated with the non-standard port numbers 5062 (SIP) and 5063
(SIP-TLS) for the signaling between the OSV and the Media Server.

Verify the Integrated Media Server SIP listening ports are changed (via CMP)
from 5060/5061 to 5062/5063 with the CMP. Navigate to
Configuration>Unified Communications>Configuration>Media Server.

- Select the Media Server Node, then the Edit button. The Node
Administration window is presented.
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1

- From the Node Administration window select the Providers tab, the IP
Telephony (SIP) radio button and then the Edit button. The IP Telephony
(SIP) window is presented.

- In the IP Telephony (SIP) window verify the Listening points for SIP
networking are 5062 (for UDP and TCP) and 5063 (for TLS).

If you need to create a SIP endpoint for the MS, use ports 5062/5063 as well.
Update the corresponding packet filter rules with the new port numbers.

Note: For specific information regarding the Media Server, e.g., Packet Filter
Rule requirements, refer to the Media Server Component Release Note
(found in the OpenScape UC Applications release Notes).

More details for PACs can be found in the OpenScape Voice Vx Configuration
Manual, System Configuration and Administration, Administrator
Documentation (where x is the software release version).

. Refresh the CMP after completing the Upgrade/Migration procedure by

logging into the CMP and navigating to the following menu:
Configuration > OpenScape Voice > General > Switches

Select your switch and click on Refresh Switch Data button. In case some
information is incorrect, you may use the Edit option to correct it.

Note: In some upgrade scenarios particularly of an integrated simplex
system, the user cannot immediately refresh the CMP because the OSV is
still locked and indicates "Upgrade in Progress".

To unlock the OSV from the Assistant, navigate to Maintenance > Inventory
> Applications. The OpenScape Voice entry shows "Upgrade Version in
progress". Click on the arrow at the end of the line on the right and select
Upgrade Version. In the popup window, click the Cancel button at the bottom
of the screen (not the X button in the upper corner). The OSV is now
unlocked. However, the "Upgrade Version in progress" display remains until
the CMP is refreshed.

The user must now refresh the CMP as indicated above this Note statement.
After refreshing the CMP, the "Upgrade Version in progress" display is
cleared.

If you can't login to the CMP, most likely symphonia was stopped during one
of the upgrade or migration steps. Restart symphonia:

# /etc/init.d/symphoniad restart
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After a few minutes, login to the CMP and refresh the switch data as indicated
above.

12. If the source release initially had the SIP Session timer enabled and it was
disabled by the user during the Pre-Maintenance Window Activities, Section
8.4.12, “Disable SIP Session Timer”, on page 586, then the initial setting
needs to be restored using the Assistant as follows:

e Login onto CMP

* Click Configuration tab

¢ Click OpenScape Voice

e Select your switch

¢ Click Administration > General Settings > RTP

¢ From the dropdown menu of the "in" field, select Name

¢ In the "Search for" field, enter: Srx/Sip/Session_Timer (case sensitive)
¢ Click on the Srx/Sip/Session_Timer and change the value to Yes.

13. After upgrading the OpenScape Voice to V9, it must be verified that all voice
mail Endpoints have the "Voice Mail Server" attribute provisioned. The V9
CMP/Assistant can be used to verify/set the "Voice Mail Server" attribute in
the Endpoints "Attribute” tab.

14. After the successful Upgrade of (or Migration to) a virtual OpenScape Voice
system, the resource allocation of the target system must be verified against
Table 13 on page 251, "Virtualization Dimensioning Details " of the target
release OpenScape Voice Installation and Upgrade Guide (IUG). The
resource allocation of the target release virtual machine(s) must match the
values listed in Table 13 of the target release 1UG.

Attention: Some virtual machine resource changes require the machine be
shut down (e.g., vCPU and Memory resources changes). This activity will
cause a loss of service for the Integrated Simplex OSV and its Applications
server.

If an outage is not allowed for the Standard Duplex virtual system, the Duplex
system virtual resource allocation update must be performed by first shutting
down one node (i.e.; node 1), updating that node's VM resource allocations,
and then restoring that node to state 4. After one node is updated and
restored to service, the partner node (i.e.; node 2) can be shut down,
updated, and restored to state 4.

Normal operating procedures for updating a Integrated Simplex or Standard
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15.

16.

Duplex system should apply too.

Questions should be addressed to your next level of support.

If there were scheduled CMP backup or export tasks recorded before the
upgrade, you should recreate them now (see the administrator
documentation OpenScape Common Management Platform), because
backup unit names may get lost during an upgrade.

This step relates to Simplex OSV systems only. It was observed that
"Presence" status changes were not reflected in Outlook 2003 Fusion bar
after an OpenScape V6 UC Applications upgrade to V7. The following
OpenScape Fusion clients may be impacted:

e OpenScape Fusion V1 for IBM Lotus Notes
e OpenScape Fusion V1 for Microsoft Outlook

¢ OpenScape Fusion V1 for Microsoft Lync

If you upgraded from OpenScape V6 UC Applications to V7 and observe the
same behavior, the following procedure will ensure "Presence" status
changes are reflected in the client Fusion bar.

a) Login to the CMP and navigate as follows;
Maintenance > Inventory > Nodes & Applications > Nodes >
<name of the OSC UC Applications server>

b) This will present the Dashboard pop-up. In the Dashboard pop-up,
under Actions, click the "Show services status" Show button.

¢) This will present the List of Components pop-up.

d) In the pop-up Filter field enter "Presence Service" and click the Go
button.

e) The "Presence Service" component will be displayed. Click on the
"Presence Service" component.

f) An Edit Service Configuration pop-up for the Presence Service
opens.

g) Setthe "Eventing Backwards Compatible" parameter value to true.

h) Click the Edit Service Configuration pop-up Save button. Close the
List of Components and Dashboard pop-ups.

i) To complete the procedure, verify your Presence status changes are
now reflected in the client Fusion bar.

Be sure to refer to Section 7.5, “Post Upgrade Actions”, on page 553 and
perform the appropriate post upgrade procedures.

552
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7.5 Post Upgrade Actions

After the upgrade/migrate procedure from V7R1 to V9 only, the supervision timer
values need to be aligned to the values of the response Timers from the external
servers, as the receipt of the 100 Trying responses will not stop the Outgoing Call
Supervision timer.

7.5.1 Create CLI Users

This step is necessary if customer created CLI accounts were not carried forward
following a successful upgrade. If no customer created CLI accounts are missing,
refer to Section 7.5.4, “Take File System and Database Backups”, on page 556.

Create users for each missing CLI account identified during the data collection
phase.

Login to Node 1 as the user srx and start the RTP CLI:
— > startCli

— Select the following menu options:
4 - Security Management
1 - Users

1 - Create User

Create each user with the role and password expiration criteria as identified in the
data collection phase.

7.5.2 Create Linux Accounts for CLI Users

Note: Before proceeding with this procedure, be sure to review Section G.2.3,
“Change Default Password Policies for New Accounts”, on page 736.

This step is necessary if customer created Linux accounts were not carried
forward following a successful upgrade. If no customer created Linux accounts
are missing, refer to Section 7.5.4, “Take File System and Database Backups”, on
page 556.

In order to access the CLI using a remote login, each CLI user must have its own
Linux account. The following steps can be used to create Linux accounts for each
CLI user:

All of the following commands must be executed as user root or srx on one node:
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554

New users can be created from account_admin and account_config
scripts.

account_admin - OSV user account administration
HHHHHH R R R
Usage:

account_admin accountAdd <user>'<password|hash>' <role>
<type>

Optional <-role sysadm|secadm|guest*> (default sysadm)
Optional <-type temp|user*> (default user)

User can change the Password of the new Account
account_admin accountPwMod <user>'<password|hash>'

User can verify the Password of the new Account
account_admin accountVer <user> '<password>'

User can delete the new Account (default accounts cannot deleted)
account_admin accountDel <user>

User can verify that new Account is created
account_admin accountDsp <user>

Description:
This script supports EZipAPI library user administration and maintenance.

It returns results from OSV account config utility: account_admin

Note: Password hash should be in single quotes.

Note: Password hash can't have single quote.

Options:

-h, -help Print help.

account_config - OSV user account administration
R R R

Usage:

account_config-add<username>-pwd '<string>"'-role
<x> -type <x>
Optional [-role sysadm|secadm|guest*] (default sysadm)
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Optional [-type temp|user*] (default user)

User can change the Password of the new Account
account_config -modify <username> [-pwd '<string>']

User can verify the Password of the new Account
account_config -verify [username] [-pwd '<string>"']

User can delete the new Account (default accounts cannot deleted)
account_config -delete <username> [-node n]

User can verify that new Account is created
account_config -display [username]

Description:

This script supports EZipAPI library user administration and maintenance. It
returns results from OSV account config utility: account_config

Note: Password hash should be in single quotes.

Note: Password hash can't have single quote.

Options:
-h, -help Print help
B R R T R R T R R R R

Create each user with the role and password expiration criteria as identified in the
data collection phase.

7.5.3 Modifying Node Names

If the upgraded nodes (or node) have names that do not meet node naming
standards (For naming convention details, click this link to go to page 57), then
the node names must be modified to meet the naming standards. Use the IFgui
tool in Update mode to change the node names (or name).

Refer to the following:

* The section titled, Important Information for “Easy IP Address Changing” in
the current release note for OpenScape Voice for information regarding the
use of the IFgui tool.

* Appendix C, “Updating the Node.cfg File (Also Known as EZIP)” for an
overview and procedure for updating the node.cfg file.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 555



Overview of Upgrades and Migrations to OpenScape Voice V9
Post Upgrade Actions

If you have questions regarding the use of the IFgui tool, contact your next level
of support.

7.5.4 Take File System and Database Backups

As described in the OpenScape Common Management Platform VX,
Administrator Documentation (where x is the software release version), in the
Backup and Restore Concept section, perform the following:

¢ Create a database backup

Create a file system backup of each node.
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Synchronize the OpenScape Voice Partitions

When satisfied that the upgrade has been successful, it is recommended the
OpenScape Voice partitions be synchronized. This activity can be accomplished
as follows;

Note: There is no need to execute a Synchronize action on node 1 and node
2 of a duplex OpenScape Voice deployment. The Synchronize action
described here will synchronize the partitions in both nodes of a duplex
OpenScape Voice.

A31003-H8090-J100-55-7631, 08/2024

Log into the CMP.

Click the Maintenance tab and navigate to Inventory > Nodes &
Applications > Nodes.

In the 'Nodes' display, click the OSV node. If this is a duplex system, then
select node 1.

In the OSV Dashboard, under Actions, click the Synchronize button.

The 'Synchronize Versions' popup will be presented indicating the OSV
partitions will be synchronized. Click the OK button to synchronize the
partitions or click the Cancel button to return to the Dashboard without
synchronizing the partitions.

If you choose to click the OK button, the 'Synchronize Versions' popup will
display the synchronization progress. Any questions should be
addressed to your next level of support.
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8 Upgrades to OpenScape Voice V9

Attention: During a RX200 S7 installation or reboot "Battery Status: Not present”
messages will be observed. The "Battery Not Present" message is informational
in nature; the message is the result of the RX200 S7 RAID controller not being
equipped with a battery (this controller configuration is 'as expected').

Attention: When servers (e.g., media server or DLS) in the same network as one
of the OSV's subnets need to communicate with another of the OSV's subnets,
then changes to the network firewall are required to allow this communication.
Any questions should be addressed to the next level of support.

Attention: Ensure that SIP-Q connections are configured to use the TCP or TLS
transport before you begin the upgrade. For a SIP-Q GW (for example, HG3540):
ensure the transport type = TCP or TLS (no UDP). Ensure that GW calls complete
successfully (inbound and/or outbound) before you begin the upgrade if you
update the configuration.

During an installation or an upgrade process, the hard disk drives for each node
are divided into two partitions of equal size. These HDD partitions are referred to
as the ‘Primary’ partition and the ‘Secondary’ partition.

The partition on which the running software resides is called the ‘Active’ partition
(this could be either the ‘Primary’ or ‘Secondary’) and the other partition is called
the ‘Fallback’ partition (also referred to as the’standby’ partition).

Should the Active partition become unstable during the upgrade, one option is to
recover by booting off of the Fallback partition that contains the backup (contact
your next level of support for assistance).

Before upgrading, make sure that /tmp and / (rootfs) partitions have at least 700
MB of free disk space each. Furthermore, run RapidStat as it will produce
warnings/errors/alarms and will give you a good overview of the system's
condition and if an upgrade can be performed without any actions.

To determine the contents of the active and passive partitions, execute as user
root;
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# /unisphere/srx3000/srx/bin/sync8k -v

Note: When upgrading to VOR1, copy the krb5.keytab file from the source release
on a Windows machine and manually restore the file to the same folder on the
target release as soon as the update is completed.

8.1 Procedure Descriptions

560

Attention: If you have not already done so, read Chapter 7, “Overview of
Upgrades and Migrations to OpenScape Voice V9” before using the procedures
in this chapter.

The procedures in this chapter provide instructions on how to upgrade the
software from V7R1, V8BR1 and V9 to VIRX, where x=1, 2, 3 etc. The procedures
provide instructions to upgrade standard duplex and simplex systems.

The procedures require preparatory steps that need to be executed before
performing the upgrade and detailed descriptions of the commands and outputs
that are associated with the upgrade procedure. System outputs shown
throughout the procedures are examples only and might deviate slightly from the
actual output.

There is an operational impact as a result of the upgrade. For more details, see
Section 8.1.5, “Outage Free Toolkit Upgrade (Live Upgrade) Operational
Impacts”.

Review the actual upgrade procedure for tasks that may be performed prior to the
upgrade maintenance window.

The actual upgrade as described in Section 8.5.2, “Upgrade Steps for an
Integrated Simplex System”, on page 592, or Section 8.6.2, “Upgrade Steps for a
Duplex System”, on page 603 is to be performed during a maintenance window.

The upgrade procedures include several fallback points. Fallback instructions are
provided in Section 8.9, “Fallback Procedures”.

Note: The update and upgrade procedures of the Integrated OSV both apply to
the simplex OSV server of the OpenScape Enterprise Express as well.
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8.1.1 Applicable Upgrade Scenarios

Note: After you complete the applicable procedure for your scenario, refer to
Section 7.4, “Completing the Upgrade/Migration to V9”, on page 544.

The procedures in this chapter apply to the following upgrade scenarios:

* Integrated simplex: V7R1,V8R1 and V9 single-node OSV with integrated
V7Rx,V9 Applications to VIRX, where x=1, 2, 3 etc single-node OSV with
integrated V9 OpenScape Applications

e Standard duplex: V7R1,V8R1 and V9 redundant OSV with external V7Rx,V9
Applications server to VORx, where x=1, 2, 3 etc redundant OSV with external
V9 OpenScape Applications server

8.1.2 Preparation Checklist

Note: Recommended practice for file transfer

1. If a checksum, md5sum or sha file is delivered with OpenScape software it is
a good practice to compare the calculated value of the downloaded data against
the applicable file to ensure the integrity of the download. If necessary, third
party software can be used to calculate these values.

» Ensure that all items are available before you start the procedure.
* Read the release notes before you start the procedure.

* Read the entire procedure applicable to your scenario before you start the
procedure.

* Ensure that the network configuration requirements for the system
configuration type (co-located nodes or geographically separated nodes) are
met before beginning the upgrade. Refer to Chapter 12 of the OpenScape
Voice, Design and Planning Manual, Volume 3, SIP Network Planning for
more information.

Specifically, ensure that each of the bonded Ethernet pairs are assigned to a
separate IP subnet (collision domain) within the reserved address range. The
upgrade will fail if this requirement is not met.

The following task list describes all the required files and documents that have to
be available before the start of an upgrade.
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Item Description Available
Number

1. * OpenScape Voice VIR1 Image ISO

* The capability to download files (i.e., OSV ISO image,
Migration Toolkit, etc) to the /repository/upload folder
of the OSV node(s).

2.
Note: Applications are included in the Integrated Simplex
OSV installation.

3. For Integrated Simplex upgrade or migration, you will be
asked in one of the steps to copy and edit the Response
file:

/enterprise/servicetools/install/conf/responsefile.txt

You need to know the Symphonia administrator password
(parameter SI_SYMPHONIA_ADMIN_PASSWORD) and
the Solid DB password (parameter
SI_DB_LOGON_PASSWORD) because these passwords
are encrypted in this file and they need to be changed to
clear text.

If you don't know these passwords, please contact your
next level of support.

4. e SLES 12 OS and SP distribution approved for external
Applications Server installations (if necessary). Please
refer to the OpenScape Applications release notes for
the latest approved Operation System SLES
distribution, or

* For VMs (external Application serve), ISO files of the
SLES 12 OS and SP distribution.

5. Unless directed otherwise by Release Notes, the V9 target
OpenScape Voice server should be at the latest patch

level declared for General Availability Voice server should
be at the latest patch level declared for General Availability.

Table 26 Preparation Checklist
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Item Description Available

Number

6. The latest source release patch sets downloaded from
SWS.
It is recommended the source release be at the latest
released patch set level before starting the upgrade.
Refer to the Release Notes of the target release for the
minimum patch set level the source release should be
updated to before the upgrade can take place.

7. OpenScape Voice V9 Release Notes

8. Latest Migration Toolkit rpm.
Consult the Release Notes of the target release for the
latest available version.

9. Documentation: Refer to Section 8.1.3, “Required Documents”.

Table 26 Preparation Checklist

8.1.3 Required Documents

In addition to this document, the following documents are required to perform the
upgrade.

The OpenScape UC Application VX, Installation and Upgrade, Installation
Guide (where x is the current issue)

The OpenScape UC Application Vx Configuration and Administration,
Administrator Documentation (where x is the current issue)

The OpenScape Voice Vx Service, Service Documentation (Vx equals the
source release)

OpenScape Voice Vx, Design and Planning Manual, Volume 3, SIP Network
Planning (where x is the current issue)

OpenScape Voice Vx Administration, Administrator Documentation (where x
is the current issue)

OpenScape Media Server Vx Administrator Documentation (where x is the
current issue)

The Solutions Upgrade Guide in e-Doku.
Release Notes for OpenScape Voice Server V9 Reference Image

Release Notes for OpenScape Voice V9 Applications DVD
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¢ Release Notes for applicable patch sets

¢ Any applicable MOPs (if needed)

Note: MOPs are included in the image file and installed automatically during
image installation.
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8.1.4 Outage Free Toolkit Upgrade (Live Upgrade)
Overview

Attention: During an Outage Free Toolkit Upgrade (also known as Live
Upgrade), the OpenScape Voice servers need to communicate via the Admin
subnets of the nodes. Please be sure that the Admin subnets are functional.

The Outage Free Toolkit Upgrade method provides an upgrade procedure
equivalent to the cluster replacement procedure, but without the need for
separate cluster hardware.

This upgrade procedure allows upgrade without imposing interworking
requirements between old and new versions of third party software, allowing third
party upgrades which otherwise would have required a prolonged outage.

Additionally the upgrade procedure does not require the old and new versions of
the software to interwork, which reduces development and test effort and
simplifies upgrade between multiple release lines at different patch levels.

The Outage Free Toolkit Upgrade method is based on the fact that the cluster is
made up of two individual nodes (two separate servers running in active/active
mode).

The Outage Free Toolkit Upgrade procedure consists of three main phases:

(In the example below, the cluster is running V8 and will be upgraded to V9).
Phase 1: The cluster is running V8 and the RTP is at run level 4.
Preconditions (see Figure 21):

* All processes are up.
* There are no HW alarms.

* All needed patch sets are installed.
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Node 1 O5
(Linux) V8

Mode 2 OS5

(Linux) V8

Redundant cluster

W\

M etwork

interconnects / /
/]

M etwork

Figure 21 Initial Cluster Configuration

Phase 2: Upgrade Node 1

The interconnects between the nodes are disabled and Node 1 is temporarily
isolated from the network. Node 1 is upgraded to the new release. See Figure 22.

Mode 1 V9

MNode 2 OS5 {Linux)

(temporarily
isolated from

Va

network)

Interconnects are dizabled

W\

from Mode? / /

Metwark

[+ etwarlk;

Figure 22 Cluster Configuration After Split

Phase 3: Upgrade Node 2

The redundant cluster interconnects between Node 1 and Node 2 are
reestablished and Node 2 is upgraded to the new release. See Figure 23.
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Node 1 O3 MNode 2 O35
(Linux) V9 (Linux) V9

Redundart cluster

\ \ risiconnects / /
\ /]

Metwork
FHetwark

Figure 23 Cluster State after Restore of Node 2

8.1.5 Outage Free Toolkit Upgrade (Live Upgrade)
Operational Impacts

8.1.5.1 Provisioning

# Impact Duration Comment
Provisioning must be disabled for the 2 hours Generally, no
period beginning when the database is provisioning
backed up on Node 2, and ending when changes should
Node 1 takes over traffic from Node 2. be done after

making backups
of the database
and file system.

2 | Subscriber controlled input (* codes) is 2 hours Item #2 applies
disabled after the database is backed up to the Outage
on Node 2, until Node 1 takes over traffic. Free Toolkit

method only

3 | Users & Resources: n/a

Table 27 Operational Impacts — Provisioning
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8.1.5.2 Call Processing

Note: Table 28 applies to Section 8.6, “Upgrade of an OSV Duplex System Using
Live Upgrade”.

Attention: For existing stable calls, a half call record will be generated when the
traffic swings from node 2 to node 1 but no intermediate call records will be
generated after the callp switchover to node 1. A call record will be generated
when the call is released.

# Impact Duration Comment
General Call Behavior - New Originations: | < 10 seconds
During the switch of traffic from the 'old’
release to the 'new' release, there will be a
short duration where new dial tone will not
be available and new calls will be rejected.
2 | General Call Behavior - Transient Calls: < 10 seconds
Calls in the process of being set up on the
'old' release will be lost.
3 | General Call Behavior - Mid-call Features: | Until all 'old’
Mid-call features will not operate until the |release calls
call is released & re-established. complete
4 | SIP Calls - Registration data: 60 minutes Lost registrations
Registration data that is updated after the arerefreshed after
database is backed up is lost following the 60 minutes, or
upgrade. when a new call is
initiated from the
endpoint.
5 | SIP Calls - Keysets: 60 minutes Refresh of keyset
Keyset information (stop hunt, make busy data occurs
etc.) is lost and must be refreshed following automatically via
the upgrade. periodic
SUBSCRIBE_NO
TIFY
6 | SIP Calls - Session Timers: Until call control is | Calls established
SIP Session timing should be stopped on | switched to the on the target
the source release prior to starting the target release. release will use
upgrade to prevent the disruption of Session Timing (
established calls during the upgrade. SIP if RTP parameter
Session timing is activated again after Srx/Sip/
completing the upgrade. Session_Timer is
setto YES)
Table 28 Operational Impacts — Call Processing
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Impact Duration Comment
TLS Subscribers during Upgrade or Until the next New calls from the
fallback scenarios: device phone work

In case of a controlled failover due to a
maintenance procedure OpenScape Voice
gracefully closes the TLS connections to all
devices and the devices immediately take
action and try to reestablish the TLS
connection.

Media connections are maintained for
established calls, and call signaling to a
device resumes as soon as the TLS
connection for that device is reestablished
to the partner OpenScape Voice node.

re-registration. properly without
restrictions after a
new registration

from the phone.

Table 28
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8.2 Prerequisites
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8.2.1 System Information and Access Rights

The super user passwords for both cluster nodes will be required during the
execution of the upgrade.

Consoles should be opened to each node for the duration of procedure execution.

Remote login as user srx or root is not permitted. Consequently, the system must
be accessed using the default sysad user-id, followed by a subsequent login to
the srx or root account, using the su command as shown below:

<< Logged in as ‘sysad’ >>
> su - Srx
<< Logged in as srx >>

> exit

<< Return to ‘sysad’ >>

> su -

<< Logged in as ‘root’ >>
# exit

<< Return to ‘sysad’ >>

8.2.2 Logging

All actions should be logged via console log, the Linux script command or other
mechanism.

8.2.3 Verify the 'fstab' File Permissions in Virtual OSV
Deployments

The installation of VMWare tools may change the permissions of the file /etc/fstab
on the virtual machine. The /etc/fstab file permissions should be;

-rw-r--r-- 1 root root 2558 Sep 7 13:39 /etc/fstab

If the permissions are not as indicated above, as the root user, change the file
permissions with the following command (be sure to execute the command on
both nodes of a virtual Duplex OSV deployment):

# chmod a+r /etc/fstab

This change will help prevent any unexpected behavior during an upgrade.
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8.2.4 Change VNIC type from E1000 to VMXNET3

OpenScape Voice VIR2 onwards supports the use of VMXNET3 vNIC driver on
all its network interfaces. The VMXNET3 is the latest, most efficient and best
supported driver suggested by VMware.

Refer to Appendix T, “Change E1000 to VMXNET3 network adapters” for
information on how to change the driver type in existing installations.

Note: This will incur downtime on Int. Simplex deployment. On a Std Duplex
deployment the change can be performed without downtime, but the actions still
need to be performed within a maintenance window, prior to the upgrade of OSV
to V9.

8.3 Preparation Phase

Run the following steps in preparation for the upgrade one week prior to the
upgrade.

Note: If ‘route operations’ message windows are presented during the Node.cfg
creation, the “OK” button should be selected. For more information regarding the
Source Based Routing feature, refer to Chapter 7, “Overview of Upgrades and
Migrations to OpenScape Voice V9”.

The implementation or updating of source based routes during an upgrade will
require the use of a Migration strategy (and therefore a system outage).
Migration strategies are detailed in Chapter 9, “Migrations to OpenScape Voice
V9,

For duplex systems, if an OpenScape Voice system outage cannot be tolerated
during the upgrade, then the Outage Free Toolkit method (Live Upgrade) will
need to be performed. The Outage Free toolkit upgrade method is detailed in
Section 8.6, “Upgrade of an OSV Duplex System Using Live Upgrade”, on page
600.

As a general rule, no changes to the OSV target release node.cfg are allowed
during the three upgrade procedures detailed in Chapter 8, “Upgrades to
OpenScape Voice V9”. After a Chapter 8 upgrade procedure is completed, the
EZIP feature can be employed to establish source based routing (by specifying
default gateway addresses). For more information regarding the EZIP feature,
refer to Chapter C, “Updating the Node.cfg File (Also Known as EZIP)”. Any
questions should be addressed to your next level of support.
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8.3.1 Create the Node.cfg for the Target System

8.3.1.1 Overview of Creating Node.cfg for the Target Release

The node.cfg file of the target release is automatically generated by the Upgrade/
Migration Toolkit rpm when it is installed on the node(s) of the source release.
There is no need for using the NCPE tool to generate the node.cfg file of the
target release.

Upon installing the Toolkit rpm on the node(s) of the source release, the
conversion of the node . cfg file to the target release is automatically initiated by
the Toolkit. A host of validation checks are performed on the current /etc/
hiq8000/node.cfg file of the source release (e.g., consistency and validity of nafo
lines, consistency of networks in routing section with nafo section definitions,
etc.). If the node.cfg file passes the validation checks, then versions of all future
releases of the node.cfg file will be automatically generated under shared
repository /repository/config/<releaseNumber>

The conversion is a stepwise process. To convert a node.cfg file from Release(n)
to Release(n+2), the Toolkit first converts Release(n) -> Release(n+1), validates
Release(n+1), then converts Release(n+1) -> Release(n+2), etc.

All possible conversions up to the latest release will be attempted. For example,
if the current node.cfg is a V8R1 then the V8R1, V9 and VIR1 node.cfg files are
generated.

Note: If a point release exists (e.g., V7R1), then the generated node.cfg file under
shared repository /repository/config/<V/7 release version> is based on the latest
point release (i.e., based on V7R1 rather than V7R0). However, the file header
inside the node.cfg file indicates V7RO.

It should be noted that the conversion is also triggered during export of the
database.

Handling of New Parameters

When a parameter is not in the current node.cfg file but was added to the node.cfg
file of a future release, then the Toolkit stops the conversion and prompts the user
to enter the desired value for the parameter. A default value is also presented to
the user to use if he desires.

Handling of Deprecated Parameters

When a parameter is in the current node.cfg file but was deleted from the
node.cfg file of a future release, then the Toolkit automatically moves the
parameter to the Deprecated section in the node.cfg file of the future release.
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8.3.1.2 Download and Install the Migration Toolkit to Source
Release and Generate Node.cfg File of the Target Release

Attention: Always use the latest available version of the Migration Toolkit. The
latest version works across all OSV releases. It is independent of the source or
the target OSV release version.

For an overview of generating the node.cfg file of the target release by the
Migration Toolkit, refer to Section 8.3.1.1, “Overview of Creating Node.cfg for the
Target Release”, on page 572.

The following are the detailed steps for generating the node.cfq file of the target
release.

1. Remove older installed versions of the migration Toolkit rpm, if any.
As user root:

# rom -ga | grep -i UNSPmigration
If an old version of the migration toolkit software is found, then it should be
removed with the following command:
# rpm -e --allmatches UNSPmigration
2. Install the latest migration Toolkit rpm.

As user root, download into the /repository/upload directory of the source
system's nodes (or node for a simplex system) the latest Toolkit rpm
(UNSPmigration-<V#>.rom).

As user root, install the downloaded Toolkit rpm on the source system's
nodes (or node for a simplex system):

# cd /repository/upload (directory where Toolkit rpm was copied to)
# rpm -ivh --replacefiles --replacepkgs UNSPmigration-<V#>.rpm

Example given:

# rpm -ivh --replacefiles --replacepkgs UNSPmigration-
1.09-13.rpm

After some seconds, messages similar to the following will be displayed:

# rpm -ivh --replacefiles --replacepkgs UNSPmigration-1.09-
13.x86_64.rpm

Preparing. ..

FHFFFFFFFFFFFH AR H 4 HHHHHE [100%]
1:UNSPmigration
HHFFFFFFFFFH A HHHHHHHH#H#E [100%]
Checking for shared repository.
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calling upgrade8k -local-setrepository

common8k: Your current working directory is valid.

[ostype] :

T
Wed Jan 13 13:38:37 EET 2016

Note:

Detected SLES11l Enterprise OS.

Current Active image<grtl8nl>:

L1777 7077 077770777777 7777777777777777777777

Detected scsi disk.

upgrade8k:

Checking for live upgrade.
calling upgrade8k -hook

shared repository found.

common8k: Your current working directory is valid.

[ostype] :
Active:primary,

Detected SLES11l Enterprise O0S.

Fallback:secondary

Detected scsi disk.
Checking rsync package:
rsync-3.0.4-2.47.28

csv/
csv/cluster/
csv/cluster/12.
csv/cluster/V4.
csv/cluster/V5.
csv/cluster/ve6.
csv/cluster/vV7.
csv/cluster/v8.

00.
00.
00.
00.
00.
00.

02

01.
01.
01.
01.
01.

.ALL.
ALL.
ALL.
ALL.
ALL.
ALL.

15.

40

07

CcCsv

.Ccsv
11.
05.

Ccsv
csv

.CsVv
08.

Ccsv

csv/cluster/V8R1.00.01.ALL.08.csv
csv/cluster/vV9.00.01.ALL.12.csv

csv/simplex/

csv/simplex/12.
csv/simplex/V4.
csv/simplex/V5.
csv/simplex/V6.
csv/simplex/V7.
csv/simplex/V8.

00.
00.
00.
00.
00.
00.

02

.ALL
01.
01.
01.
01.
01.

ALL

ALL
ALL
ALL

.15.
.40
ALL.
.05.
.07
.08.

11

csv

.CsSV
.CsV

Ccsv

.CsVv

Csv

csv/simplex/V8R1.00.01.ALL.08.csVv
csv/simplex/V9.00.01.ALL.12.csv

Valid node.cfg found.

Auto conversion Done.

Invoking auto conversion.

Converted - V7.00.01.ALL.07 -> V8.00.01.ALL.08 successfully.

Converted - Vv8.00.01.ALL.08 -> V8R1.00.01.ALL.08

successfully.

Converted - V8R1.00.01.ALL.08 -> V9.00.01.ALL.12

successfully.
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12.00.02.ALL.15 : V3.1
V4.00.01.ALL.40 : V4.1
v5.00.01.ALL.11 : V5.0
V6.00.01.ALL.05 : V6.0
v7.00.01.ALL.07 : V7.0
v8.00.01.ALL.08 : V8.0
V8R1.00.01.ALL.08 : V8R1.0
V9.00.01.ALL.12 : V9.0

zen: Your hardware platform x3550M3

Converted node.cfg are found under /repository/config.
Choose the target node.cfg based on your upgrade version.
If you are not sure about your upgrade version, contact
support.

Check /repository/config for converted node.cfg.
Migration tools installed successfully.

Similar messages appear when installing the Toolkit rpom on the second node of
a duplex system.

As can be seen from the output above, a node.cfg file for the target release is
automatically created on each node's shared repository for all possible future
target releases.

The file is: /repository/config/<TargetReleaseNumber>/node.cfg

Attention: The following are examples of the generated node.cfg file:

- The generated node.cfg file for target release V7 is located in directory
/repository/config/V7.00.01.ALL.07

- The generated node.cfg file for target release V8 is in located directory
/repository/config/V8.00.01.ALL.08

- The generated node.cfg file for target release V8R1 is in located directory
/repository/config/V8R1.00.01.ALL.08

The generated node.cfg file for target release V9 is in located directory
/repository/config/V9.00.01.ALL.09

- In some cases, node.cfq file for a target release higher than your target release
is generated. This is due to the Migration Toolkit being release independent.
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3. For a duplex system, repeat steps 1 through 2 of this section on node 2.

Note: The Migration Toolkit tries its best to convert the node.cfg file in folder /etc/
hig8000 and generate a target release node.cfg. If the file has problems, a
message is displayed instructing the user to convert the node.cfg to the target
release manually.

Refer to Section 8.10, “Resolving Migration Toolkit node.cfg File Creation Issues”,
on page 635 for options to resolve issues that prevent the Migration Toolkit from
generating the target release node.cfg.

8.3.2 Prepare Files for the Upgrade

8.3.2.1 Prepare Upgrade Files in Repository of OSV Node(s)

Make sure that the directory upload under / repository is empty in both nodes,
prior to any other action related to the upgrade, such as copy of the necessary
files like toolkit, ISO etc. If it's not empty, delete all existing files, making sure not
to delete the directory itself, and then proceed to the following steps.

1. The node.cfg file(s) for the target system were created when the Migration
Toolkit was installed on the source system's OSV nodes. The node.cfg file is:
/repository/config/<TargetReleaseNumber>/node.cfg

From OSV node 1 (or node in simplex), copy the above node.cfg
file to /repository/upload folder and rename the file to
node.cfg.primary as follows:

# cd /repository/config/<TargetReleaseNumber>/
# cp -p node.cfg /repository/upload/node.cfg.primary

For a duplex OSV system, use command scp or sftp in Binary mode to
transfer the generated node.cfg file above to /repository/upload folder of
node 2. Rename the file to node.cfg.secondary. The reason for using the
node.cfg file from node 1 is to have an exact node . cfg file in both nodes for
the target release. For example:

From node 1 of a Duplex OSV system, execute the following commands as
user root:
# cd /repository/upload
# scp node.cfg.primary <node2_name or node2_admin_ IP_
address>: /repository/upload/node.cfg.secondary

2. For an Integrated Simplex OSV system, the response file
response.cfg.primary was copied, edited and saved on a local PC
according to the instructions of Section 9.11, “Simplex System
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response.cfg.primary File Creation”, on page 682.

After having created the response.cfg.primary file on a local PC, sftp the file
from the local PC to the Integrated Simplex system and place it in directory
/repository/upload. Then run the following commands as user root:

# cd /repository/upload

# chmod 600 response.cfg.primary

# chown root:root response.cfg.primary
# dos2unix response.cfg.primary

3. Place the OSV license file for the node into /repository/upload folder.
Additionally, for an Integrated Simplex system, place the OpenScapeUC
licenses (if UC services are being used) into /repository/upload folder.

Note: All OpenScape Voice licenses must have the keyword
OpenScape_Voice in the license file name. Otherwise, the license will not be
imported.

All OpenScapeUC licenses must have the keyword OpenScape in the
license file name. Otherwise, the license will not be imported. The UC
licenses only apply to an integrated simplex system.

If the target license file is invalid, it will not cause an automatic fallback but
rather the new system will simply be unlicensed. You should obtain new
licenses and apply them to the system to resolve the issue.

Note: During an upgrade from a point release to another point release (e.g.,
from V8 to V8R1) or an upgrade within the same release (e.g., V9 image 2
and/or patch set 4 to V9 image 4 and/or patch set 7), licenses are
automatically transferred from the source release to the target release. In this
case, new licenses for the target release are not required.

Generally, most upgrades are from one release to another release (e.g., from
V8R1 to V9). In this case, new licenses have to be obtained for the target
release as described in Section 8.3.4.

4. Place the latest Migration Toolkit rpm in the /repository/upload folder, if
this has not already been done.

5. Place the patch sets and the emergency patch sets, including the SPA files,
in the /repository/upload folder. Generally, this means the needed tar
files from the latest cumulative patch set and all the tar files of the latest
cumulative emergency patch set.

For example, if the latest image is delivered with PS07.E02 and PS12.E05 is
required as part of the image installation;
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* Download all the zip files of cumulative PS12 including the associated
SPA file.

¢ Download all the zip files of cumulative emergency PS12.E05 including
the associated SPA file.

e Place all the downloaded tar files and SPA files in the /repository/
upload folder.

Note: Including the SPA file in this step will trigger an md5sum check of the
patch sets before they are installed. A patch set md5sum check failure will be
reported to the console and the installation will abort. If cumulative patch sets
are not available, tar files of the regular patch sets can be placed in the patch
directory as well as the related tar files of the emergency patch sets. The
standard naming convention of the patch sets must be maintained.
Remember to include the patch set SPA files in order to trigger the
md5sum check during the installation.

You can also place the .zip files that include the cumulative epatches without
unzipping them under repository/upload and proceed with a live
upgrade.

Note: The files can be named, for example, epatchsets.zip or
VOR0.12.11.zip

6. Place the OSV image iso file in the /repository/upload folder.

7. Ensure that an ISO image DVD disk and USB memory stick ARE NOT
inserted in the server.

8. Foraduplex configuration, repeat steps 3 on page 577 through 7 on page 578
for the second node.

Note: In a duplex configuration, ensure that both nodes have the same number
of files.

Additionally, ensure that the empty file dev.8kps is either present on both nodes
or not present on both nodes. The file is created by the toolkit and it is not a
mandatory file to be present.
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8.3.3 Verify Prerequisites Met According to Release
Notes

The release notes identify the order of the upgrades (Assistant, Media Server,
etc.) and all prerequisites and dependencies before upgrading the system. Verify
that the specified prerequisites are met. Also prepare any necessary files needed
for Applications installation/upgrade (for example: response files, licenses).

Attention: The Response file of an OSV integrated system is built automatically
as part of the installation process. A Response file no longer needs to be
generated for images and is not required on the USB stick. If a Response file is
found on the USB stick, that file will take precedence over the file that is
automatically generated via the image installation.

Upgrade or Migration procedures that do require Response files will include a
step in their task list indicating a response file should be generated and
recommendations for generating the response file.

* ForApplications without UC service refer to the appropriate section title in this
document;

— Response File for the Integrated Simplex Deployment
— Response File for Media Server Standalone
— Response File for Multiple Communications Server

* For Applications with UC service refer to the appropriate section title in the
OpenScape UC Application Vx, Installation and Upgrade, Installation Guide
(where x is the current version);

— Example of the Deployment Scenario Standard Duplex (small)

— Example of the Deployment Scenario Standard Duplex (large)

8.3.4 Obtain Licenses for the Target Release

Before proceeding with the upgrade procedure, obtain licenses for the OSV target
release.
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Additionally, for Applications server(s) obtain UC target release licenses (if UC
service is being used on the system). This applies to OSV Integrated Simplex and
offboard Applications server(s) with UC features.

Note: Refer to Section 2.2.3, “Backup License Recommendations”, on page 27.

Note: During an upgrade from a point release to another point release (e.g., from
V8 to V8R1) or an upgrade within the same release (e.g., V9 image 2 and/or
patch set 4 to V9 image 4 and/or patch set 7), licenses are automatically
transferred from the source release to the target release. In this case, new
licenses for the target release are not required.

Generally, most upgrades are from one release to another release (e.g., from
V8R1 to V9). In this case, new licenses have to be obtained for the target release
as described in this Section.

8.4 Pre-Maintenance Window Activities

580

The following steps must be run prior to the maintenance window to ensure that
the system is ready to be upgraded.

8.4.1 Run RapidStat on Both Nodes and Analyze
Output

For instructions for running Rapidstat, refer to the RapidStat chapter in
OpenScape Voice Vx, Service Manual, Service Documentation (where x is the
software release version).

The possible ERROS, displayed in the Rapidstat report, must be solved before
the next OSV Upgrade due to a high risk of Upgrade failure.

8.4.2 Make Test Calls and Document Results

Make test calls and document results so that the result can be compared with the
same test calls after the upgrade. Note that test calls for the upgrade may be
different than what is required for normal maintenance.
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8.4.3 Perform Any Customer Specific System Checks

Perform any customer specific system checks before you continue with the
database and system backup.

The OSV system is purged of unused non-system accounts (for security
reasons). In order to address this safely and completely it is necessary to
document some pre-requisites before the upgrade process begins.

The customer site should determine if any of their custom accounts are in conflict
with the "reserved" OSV accounts (and groups) listed below. If so, those
customer accounts (or groups) should be removed prior to the upgrade.

Reserved OSV System Account IDs

Account Name | Account ID
*reserved® 501
sym 502
cdr 1001
Srx 1522
solid 5000
superad 10000
sysad 10001
secad 10010
dbad 10011
*reserved® 10012
webad 10013

Reserved OSV Group IDs

Group Name | Group ID
ripgrp 911
*reserved” 912

sym 913

dba 3020
cdrusers 3021
seclog 10001
*reserved® 10002

Any questions should be addressed to your next level of support.
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8.4.4 Verify Source Release Patch Set Level

Attention: Unless directed otherwise by Release Notes, the target OpenScape
Voice server should be at the latest patch level declared for General Availability.
If this is an integrated system ensure your applications server is updated with the
latest released DVD/PatchSet/HotFix.

Based on the OpenScape Voice V9 Release Notes, ensure that the system
is at the correct V7IR1/V8R1/V9 patch set level. If it is not, install the correct
V7R1/V8R1/V9 patch sets before starting the upgrade.

8.4.5 Perform a Database and File System Backup

For detailed instructions on the backup procedures;

¢ Refer to the OpenScape Voice Vx, System Service Manual, Service
Documentation (where x is the release version.)

8.4.6 Verify the Ethernet Configuration of the External
Applications Server

To determine which interface is currently being used, log on as root user to the
external applications server using SSH or the console and enter the following
command:

# ifconfig

If line “inet addr:<IP address of external server>" appears in the ethO entry then
ethO is being used. If it appears in the eth1 entry then eth1 is being used.

Record this information as it will be needed if communications problems exist
after a SLES OS installation/upgrade is completed.

8.4.7 Verify the Hosts File Configuration

Note: Contact your next level of support if you have any questions regarding this
verification procedure.

Logic has been implemented for the /etc/hosts file wherein a new banner, “Please
add new hosts under this line”, indicates to OpenScape Voice tools that the
Ipaddress-hostname entries that appear below the banner are created by the
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user. Employing the banner as such allows OpenScape Voice to carry forward
user-created entries in the hosts file during activities that require the hosts file to
be rebuilt.

Verify the OpenScape Voice /etc/hosts file (or files for duplex systems)
configuration with the following commands (execute on both nodes in duplex
system):

# cd /etc
# cat hosts

A truncated example of an /etc/hosts file with the new banner (with no user-
created entries) is as follows:

10.235.54.10 rtp_comO_eth6
10.235.54.30 rtp_coml_eth6
RS L R R R R R R R i
# Please add new hosts under this line #
FHA R R

Proceed as appropriate:
* No further action is necessary in the following cases:

— The source release /etc/hosts file does not contain user-created entries
and the banner is not present (it will be present in the hosts file after the
upgrade is completed).

— The source release /etc/hosts file does not contain user-created entries
and the banner is present.

— The source release hosts file does contain the new banner and all user-
created entries are below the banner.

* Modify the source release hosts file (or files for duplex) if the file contains the
new banner but all user-created entries are not below the new banner.

For duplex systems, the /etc/hosts file of both nodes needs to be updated.
Duplicate entries in the /etc/hosts file should be avoided.

In the following example, the nmcsnmptrap and host_pc are user-created
entries in the hosts file containing the new banner. If a user-created entry
needs to be moved from above the banner, place it as the last line (bottom of
the list below the banner) in the /etc/hosts file. Remember to update both /etc/
hosts files in a duplex system.

10.235.54.10 rtp_com0_eth6
10.235.54.30 rtp_coml_eth6

FHAH R R A
# Please add new hosts under this line #
FHHEHHAHFHF A HA R AR A
10.235.200.230 nmcsnmptrap
10.235.200.29 host_pc

* Copy and save the source release /etc/hosts file (or files for duplex) to a safe
location (not on the OpenScape Voice server!) if it does not contain the new
banner (as shown above) and it contains user-created entries.
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Copy and save duplex system hosts files with names indicative of which node
the hosts file is saved from (for example: hosts_n1 and hosts_n2). After the
upgrade is complete, the new banner will be present in the target release /etc/
hosts file of the OpenScape Voice server and you can use the source release
hosts file (or files for duplex) you saved to rebuild the user-created entry list
in the target release /etc/hosts file.

Attention: When servers (e.g media server or DLS) in the same network as
one of the OSV's subnets need to communicate with another of the OSV's
subnets, then changes to the network firewall are required to allow this
communication. Any questions should be addressed to the next level of
support.

8.4.8 Verify Presence of IP Address and FQDN of
External CMP

For a duplex OSV system, the IP address and FQDN of the external (offboard)
CMP should be defined on both OSV nodes in files:
/etc/security/access.conf

and

/etc/hosts

to allow proper access to the OSV nodes by the CMP.

For verification and modification if required, refer to Section 4.5.2, “Verify Remote
Access for srx Account in a Standard Duplex”, on page 339.
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8.4.9 Save Cron Tables Data

1. There are two Cron tables; One for user root and another for user srx.

The Cron tables are different on each node and for each of the above two
users.

a) List and save the Cron table for user 'root' on the first node.

# crontab -u root -1 (u=user, I=list cron table)
# crontab -u root -1 > /tmp/crontab root_nodel

Save file /tmp/crontab_root_nodel to an external location.

b) List and save the Cron table for user 'srx' on the first node.

# crontab -u srx -1 (u=user, I=list cron table)
# crontab -u srx -1 > /tmp/crontab srx_nodel

Save file /tmp/crontab_srx_nodel to an external location.

c) List and save the Cron table for user 'root' on the second node (only
applies to an OSV duplex system).

# crontab -u root -1 (u=user, I=list cron table)
# crontab -u root -1 > /tmp/crontab_root_node2

Save file /tmp/crontab_root_node2 to an external location.

d) List and save the Cron table for user 'srx' on the second node (only
applies to an OSV duplex system).

# crontab -u srx -1 (u=user, I=list cron table)
# crontab -u srx -1 > /tmp/crontab root_node2

Save file /tmp/crontab_srx_node2 to an external location.

8.4.10 Save CLM Data for an Integrated Simplex
System

For an integrated simplex system, if CLM (Customer License Manager) is
installed, the CiImSettings.xml file must be saved prior to starting the upgrade and
then restored after the upgrade is completed.
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Save to an external location file /enterprise/clm/ApacheTomcat/
ClmSettings.xml. This file contains the access configuration for the CLM.

Note: For a duplex configuration, the CimSettings.xml file is stored on the
offboard Application server and the upgrade steps of the offboard server
mentions saving the file prior to starting the upgrade.

8.4.11 Executive Assistant with Cockpit

If your Applications employ the Executive - Assistant with Cockpit feature,
the source release '.eag’ files must be backed up to an external server for
restoral after the upgrade.

The files are found on the Simplex OpenScape Voice Integrated Applications
server at:

/enterprise/HiPathCA/WebSpace/Portal/webapps/eacockpit-osc/WEB-INF/
groups

The files are found on the External Applications Server(OFFBoard) server at:

/opt/siemens/HiPathCA/WebSpace/Portal/webapps/eacockpit-osc/WEB-
INF/groups

In the target release, these .eag files will be copied to the upgraded Applications
server.

Any questions should be addressed to your next level of support.

8.4.12 Disable SIP Session Timer

For Outage Free toolkit upgrade, the SIP Session timer needs to be disabled
before starting the upgrade. Calls that were started before the SIP Session timer
is disabled might be disconnected during the upgrade. Stable calls started after
the SIP Session timer is disabled will continue unaffected by the upgrade.

The Upgrade/Migration toolkit disables the SIP Session timer when it starts the
upgrade. However, calls started several minutes before starting the upgrade
might get disconnected. Thus, disabling the SIP Session timer sometime before
starting the upgrade ensures that stable calls initiated a short time before starting
the upgrade are not affected by the upgrade.

You must remember the initial SIP Session timer setting because you must
restore the setting after the Outage Free toolkit upgrade is completed.

StartCli has to be used to change the SIP Session timer setting as follows:
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Using startCli:
e As user srx, type startCli
e Select option 1 - Configuration Management
e Select option 1 - Configuration Parameters
¢ Select option 2 - Get Parameter Info

¢ Enter parameter name: Srx/Sip/Session_Timer

If value = YES (enabled), then change the value to disable it
e Select option 3 - modifyParameter

¢ Enter parameter name: Srx/Sip/Session_Timer

e Enter value: NO

The SIP Session timer setting can be changed from startCli as indicated above
or from Assistant as follows:

¢ Login onto CMP

* Click Configuration tab

¢ OpenScape Voice > Administration > General Settings > RTP
¢ From the dropdown menu of the "in" field, select Name

¢ In the "search" box, enter: Srx/Sip/Session_Timer

¢ Click on the Search button

¢ Click on the Srx/Sip/Session_Timer and change the setting to NO

8.4.13 List the Languages Installed on the
Applications Server

Use the syntax appropriate for your Applications installation to list the installed
language packages. Execute the command as the root user.

For Integrated Simplex systems;

# zypper se --match-any announ uc-tts uc-asr languagepack
For Offboard (external) Applications servers;

osc-setup --match-any announ uc-tts uc-asr languagepack

For Simplex systems, after the successful Upgrade or Migration, the English
language will be installed by default. Any other languages will have to be
installed. Store this command result for a reference of the required languages. If
you have not already done so, review Appendix Q, “Guidelines for Language and
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Application Package adds to Simplex Systems” on page 903 for more details. To
expedite the installation of the additional language packages, it is recommended
you know which language packages are necessary for installation after the
successful Upgrade or Migration procedure is executed.

This process is not typically necessary for Offboard (external) Applications
servers because language package upgrades should be included in the Offboard
Applications server Upgrade. The list could be collected as a point of reference
in case there are suspected issues after the successful Upgrade or Migration.

8.4.14 Record any Scheduled CMP Backup or Export
Tasks

Before you upgrade, check whether there are scheduled CMP backup or export
tasks (see the administrator documentation OpenScape Common Management
Platform). Record any scheduled backup or export tasks. Backup unit names may
get lost during an upgrade. Such scheduled tasks must be recreated after an
upgrade.

8.5 Upgrade of an OSV Integrated Simplex System

588

8.5.1 Overview

Attention: If custom certificates, for example for WebClient secure access, have
been stored under directories other than the default ones, back up these
certificates prior to the upgrade and restore them to those specific directories
after the upgrade.

There are four methods for upgrading an Integrated Simplex system. An outage
occurs in all simplex upgrade methods because outage is inevitable with a single
server. The upgrade methods are:

1. Starting the upgrade from the CMP/Assistant (User Interface (Ul)
Method)

Note: Starting in V7, this upgrade method is supported but it requires the
source release of the Integrated Simplex system to be at V7 patch set
21E13 and Applications level V7 FR1 H10 (Build 13, H10) or higher. This
limitation is due to the fact that in older versions and releases, the Assistant
does not have the necessary functionality for performing this type of upgrade.
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This upgrade method can be summarized as follows:

The upgrade from the CMP/Assistant is the preferred upgrade
method.

This method can be used for upgrading a native or a virtual Integrated
Simplex configuration.

The user starts the upgrade from the CMP/Assistant. The upgrade
process continues without further user interaction. Both the OSV and the
Applications are upgraded.

All the necessary files that are needed for the upgrade are stored on the
repository of the node.

The upgrade duration of an Integrated Simplex system using the CMP/
Assistant is approximately 1:30 hours with system downtime of
approximately 1:15 hours. The time duration may differ depending on the
database size or the number/size of the additional patch sets.

At the end of a successful upgrade, the Migration Toolkit automatically
collects the log files and places them in a single compressed file named
"data-<clusterName>.tar.gz" inthe /log directory.

The CMP/Assistant displays a status that upgrade is in progress in
several screens ensuring that other users know the status of the OSV
system. Also, another OSV upgrade cannot be started while an upgrade
is already in progress. Additionally, the OSV nodes on the CMP's
dashboard are grayed out thus disabling any action on the OSV nodes
while the upgrade is in progress.

If an error occurs during the upgrade, the system automatically falls back
to the source release. Additionally, the user can initiate the collection of
data files from the Assistant for the analysis of the error.

For this type of upgrade, refer to Section 8.5.2, “Upgrade Steps for an
Integrated Simplex System”, on page 592.
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Starting the upgrade from the node's console or VM console with
upgrade files on node's repository

This upgrade method can be summarized as follows:

¢ This method can be used for upgrading a native or a virtual Integrated
Simplex configuration.

* The user starts the upgrade by entering a line command on the node's
console or VM console. The upgrade process continues without further
user interaction. Both the OSV and the Applications are upgraded.

* All the necessary files that are needed for the upgrade are stored on the
repository of the node.

e The upgrade duration of an Integrated Simplex system using this method
is approximately 1:30 hours with system downtime of approximately 1:25
hours. This includes upgrading the OSV and the applications. The time
duration may differ depending on the database size or the number/size of
the additional patch sets.

e Ifan error occurs during the upgrade, the system automatically falls back
to the source release. Additionally, the system automatically collects logs
and data files for the analysis of the error.

For this type of upgrade, refer to Section 8.5.2, “Upgrade Steps for an
Integrated Simplex System”, on page 592.

Starting the upgrade from the node's console with upgrade files on
external media

This upgrade method can be summarized as follows:

¢ This method can be used for upgrading a native Integrated Simplex
configuration only.

* The user enters a line command on the node's console to export the data
to the USB memory stick. The user then enters a command on the
console to start the upgrade. The upgrade only upgrades the target
software using the target ISO image but does not import the data of the
source release. After the upgrade, the user logs into the console and may
install Applications' Hoffixes, if required. The user then enters a command
to import the data of the source release.

* All the necessary files that are needed for the upgrade are stored on
external media like a USB memory stick.

¢ The upgrade duration of an Integrated Simplex system using the Console
method (data export, image install, and data import) takes approximately
1:10 hours with a system downtime of approximately 1:00 hour. The time
duration may differ depending on the database size or the number/size of
the additional patch sets.
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If an error occurs during the upgrade, the user must initiate fall back to the
source release. Additionally, the user must also initiate the collection of
log and data files for the analysis of the error.

For this type of upgrade, refer to Section 8.5.2, “Upgrade Steps for an
Integrated Simplex System”, on page 592.

4. Starting the Upgrade Remotely (Remote Software Upgrade)

This upgrade method can be summarized as follows:

This method can be used for upgrading a native or a virtual Integrated
Simplex configuration.

This method does not require service personnel to be present at the
customer's site to perform the upgrade. The RSA interface is utilized for
a native system while the Virtual Machine (VM) console is utilized for a
virtual system.

The user uses SFTP file transfer in Binary mode to transfer the upgrade
files (i.e., OSV image, node.cfg, license file, Migration Toolkit rpm and
additional patches) to the /repository/upload folder. External media like a
DVD disk and a USB memory stick are not needed.

The user starts the upgrade by entering a line command on the node's
console via the RSA interface or the VM console.

The upgrade duration of an Integrated Simplex system using Remote
Software Upgrade takes approximately 1:30. The time duration may differ
depending on the database size or the number/size of the additional
patch sets.

If an error occurs during the upgrade, the user must initiate fall back to the
source release. Additionally, the user must also initiate the collection of
log and data files for the analysis of the error.

For this type of upgrade, refer to Section 8.7.2, “Upgrade Steps for Remote
SW Upgrade”, on page 611.
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8.5.2 Upgrade Steps for an Integrated Simplex
System

Attention: When servers (for example, media server or DLS) in the same
network as one of the OSV's subnets need to communicate with another of the
OSV's subnets, then changes to the network firewall are required to allow this
communication. Any questions should be addressed to the next level of support.

Attention: No modifications to the voice server hardware, product type or
deployment are expected in this procedure. If the voice server hardware, product
type or deployment is to be changed a procedure from Chapter 9, “Migrations to
OpenScape Voice V9”, should be employed for the upgrade.

Attention: When you have an integrated simplex and the UC version of the
source has been upgraded to a higher version than the one of the target, then
perform the steps from Chapter 7, “Overview of Upgrades and Migrations to
OpenScape Voice V9”.

Example: An OSV V9R4.43.2 has been delivered with a UC VIR4.16 and you
have already upgraded UC to VOR4.20. When you want to upgrade OSV to
VIR4.45 image which has been delivered with UC V9R4.18, then follow the steps
given in the previous link.

Table 29 on page 594 describes the upgrade procedure. Some steps describe
specifications to be performed by the user depending on the upgrade method that
is chosen. At the discretion of the user, checklist tasks 1 on page 594 through 7
on page 594 may be performed prior to the upgrade maintenance window.

Hint: When viewing the Installation and Upgrade Guide (IUG) with Adobe Reader
add the “Previous View” icon to the Reader toolbar. This will ease the navigation
between the checklists and associated sections of the IUG. Add the “Previous
View” icon as follows;

In Adobe Reader v9.x.x:

¢ Open the tools menu.

¢ Navigate to ‘Customize Toolbars’; this will present the ‘More Tools’ window.
¢ In the ‘More Tools’ window scroll down to the ‘Page Navigation Toolbar’

* Select the ‘Previous View’ icon.

e Select ‘Okay’ in the ‘More Tools’ window.

In Adobe Reader v10.x and v11.x:
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Right-click anywhere on the toolbar > Page Navigation > 'Previous View' icon.

After executing a checklist task, select the ‘Previous View’ icon in the Reader
toolbar to return to the checklist.
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The task list below describes the upgrade steps.

Task

Description

1.

Refer to Section 8.1.2, “Preparation Checklist’, on page 561 and
Section 8.1.3, “Required Documents”, on page 563.

Refer to Section 8.2.1, “System Information and Access Rights”, on
page 570 and Section 8.2.2, “Logging”, on page 570.

Refer to Section 8.3.3, “Verify Prerequisites Met According to Release
Notes”, on page 579 and Section 8.3.4, “Obtain Licenses for the Target
Release”, on page 579.

Note: During an upgrade from a point release to another point release
(e.g., from V8 to V8R1) or an upgrade within the same release (e.g.,
V9 image 2 and/or patch set 4 to V9 image 4 and/or patch set 7),
licenses are automatically transferred from the source release to the
target release. In this case, new licenses for the target release are not
required.

Generally, most upgrades are from one release to another release
(e.g., from V8R1 to V9). In this case, new licenses have to be obtained
for the target release as described in Section 8.3.4

Refer to Section 8.4, “Pre-Maintenance Window Activities”, on page
580. Perform all the activities in the subsections of Section 8.4 that
may apply to your configuration.

Copy the krb5.keytab file from the source release on a Windows
machine.

Create the node.cfg file for the target system by downloading and
installing the latest Migration Toolkit rpm on the source system which
automatically generates the node.cfg file for the target system. Refer
to Section 8.3.1.2, “Download and Install the Migration Toolkit to
Source Release and Generate Node.cfg File of the Target Release”,
on page 573.

Perform the database check:

bash /mnt/support/Domain/
checkResourcesDBConsistency.sh

The execution of this command may take several minutes.

Table 29

594

Simplex Upgrade
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Task

Description

Prepare the upgrade files using one of the methods below. It is very
helpful to mark the method that you are going to select to refer back to
it in later steps:

a) For a native or a virtual Integrated Simplex system, the
upgrade files are stored on the node's repository (i.e., without
using external media like DVD disk and USB memory stick),
prepare the upgrade files as described in Section 8.3.2.1,
“Prepare Upgrade Files in Repository of OSV Node(s)”, on
page 576.

This is the preferred method.

Unless directed otherwise by Release Notes, the target OpenScape
Voice server should be at the latest patch level declared for General
Availability.

Run RapidStat on the source system prior to the upgrade. Errors and/
or Warnings must be reviewed and corrected as necessary before
continuing.

10.

For virtual machines only, the resource allocation of target release
virtual machines must be verified against Table 13 on page 251,
"Virtualization Dimensioning Details " of the target release OpenScape
Voice Installation and Upgrade Guide (IUG). The resource allocation
of the virtual machine(s) must be adjusted to the values listed in Table
13 on page 251, of the target release IUG before the upgrade begins.

Attention: Some virtual machine resource changes require the
machine be shut down (e.g. vCPU and Memory resources changes).
This activity will cause a loss of service for the Integrated Simplex OSV
and its Applications server.

If an outage is not allowed for the Standard Duplex virtual system; the
Duplex system virtual resource allocation update must be performed

by first shutting down one node (i.e.; node 1), updating that node's VM
resource allocations, and then restoring that node to state 4. After one
node is updated and restored to service the partner node (i.e.; node 2)
can be shut down, updated, and restored to state 4.

Normal operating procedures for updating a Integrated Simplex or
Standard Duplex system should apply too.

Questions should be addressed to your next level of support.

Table 29
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Task Description
1. For virtual machines only, execute the following command on the
OSV node of a simplex deployment:
# 1s -1 /mnt
Verify the cdrom directory is NOT listed on the OSV node of a
Simplex deployment. An example result with the cdrom directory
listed follows:
root@bocast4a: [~] #164
# 1s -1 /mnt
total 4
drwx------ 2 root root 4096 Nov 20 17:13 cdrom
root@bocast4a: [~] #165
#
IF the cdrom directory IS NOT PRESENT, THEN proceed to step
12 on page 596 now.
IF the cdrom directory IS PRESENT, THEN execute the following
command (as the root user);
# rmdir /mnt/cdrom
You can verify your work by executing the 1s -1 /mnt
command once more.
After removing the cdrom directory, proceed to step 12 on page
596.
12. For virtual machines only; the installation of VMWare tools may
change the permissions of the file /etc/fstab on the virtual machine.
The /etc/fstab file permissions should be;
-rw-r--r—-— 1 root root 2558 Sep 7 13:39 /etc/fstab
If the permissions are not as indicated above, as the root user,
change the file permissions with the following command (be sure to
execute the command on both nodes of a virtual Duplex OSV
deployment):
# chmod a+r /etc/fstab
This change will help prevent any unexpected behavior during an
upgrade.
Table 29 Simplex Upgrade
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Task

Description

13.

Manually restore the file to the same folder on the target release as
soon as the update is completed.
run as user root

chown sym:sym krb5.keytab

chmod 777 krb5.keytab

14.

Start the upgrade using one of the following methods:

a) Start the upgrade from the CMP/Assistant (Ul Method):

This method applies to native or virtual Integrated Simplex
configuration. Outage will occur since it is inevitable with a
single server.

This method requires that the user had selected option a)
in step 8 on page 595.

This is the preferred upgrade method.

Note: Starting in V7, this upgrade method is supported but it
requires the source release of the Integrated Simplex
system to be at V7 patch set 21E13 and Applications level
V7 FR1 H10 (Build 13, H10) or higher.

If the source release of the Integrated Simplex system is at
a lower level or release, method a) of step 14 cannot be
used. Instead, use method b) of step 14.

The user starts the upgrade from the CMP/Assistant. Both the
OSV and the Applications are upgraded with minimal input
from the user.

If an error occurs during the upgrade, the system automatically
falls back to the source release with minimal prompts to the
user.

To invoke this upgrade method, refer to Section 8.8.1, “Simplex
Configuration: Invoke Upgrade from the CMP/Assistant (Ul
Method)”, on page 617.

Table 29
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Task Description

b) Start the upgrade from the node's console or VM console
with the upgrade files on the node's repository:
This method applies to native or virtual Integrated Simplex
configuration. Outage will occur since it is inevitable with a
single server.
This method requires that the user had selected option a)
in step 8 on page 595.

The user starts the upgrade by entering a line command on the
node's console. Both the OSV and the Applications are
upgraded with minimal input from the user.

If an error occurs during the upgrade, the system automatically
falls back to the source release with minimal prompts to the
user.

To invoke this upgrade method, refer to Section 8.8.2, “Simplex
Configuration: Invoke Upgrade from Console or VM Console
with Upgrade Files on Node's Repository”, on page 619.

c) You can perform an upgrade through the OpenScape
Composer also. For detailed information please consult the
document OpenScape Composer Vx Administration,
Administrator Manual, chapter Software Updates

15. Reconfigure the web client in an integrated simplex.
# /etc/init.d/symphoniad stop
#/enterprise/HiPathCA/bin/reconfiguration.sh

# /etc/init.d/symphoniad start

16. An integrated system should ensure that the Applications server is
updated to the latest released DVD/PatchSet/HotFix. If an Applications
PatchSet (Update) or HotFix is required, please refer to Section
5.2.3.5, “Update/Upgrade of Integrated Applications”, on page 416 or
Section 5.2.3.6, “Installing a HotFix - Integrated Apps server”, on page
419.

Table 29 Simplex Upgrade
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Task

Description

17.

Add additional languages. For an Integrated Simplex system, after the
successful Upgrade, the English language will be installed by default.
Any other languages will have to be installed by the user

As a part of the pre-maintenance window preparation of Section
8.4.13, “List the Languages Installed on the Applications Server”, a list
of required languages should have been collected.

Reference Appendix Q, “Guidelines for Language and Application
Package adds to Simplex Systems”, on page 903 for more details.

18.

Run RapidStat after a successful upgrade. Verify there are no issues
and that the system is functioning correctly.

Note: If it is determined that the upgrade of the system is
unsatisfactory, fall back to the source release. Refer to Section 8.9.3,
“Manual Fallback on Failed Upgrade”, on page 628.

19.

Remove the Migration Toolkit software (UNSPmigration-<V#>.rpm)
from the target system. Refer to Section 9.7, “Remove the Migration
Toolkit Software from the Target System”, on page 675.

20.

Complete the upgrade. Refer to Section 7.4, “Completing the Upgrade/
Migration to V9”, on page 544.

21.

After the upgrade, the openfire server has to be reconfigured. For
detailed information, see chapter "Configuring the Connection to the
Openfire Server" of OpenScape UC Application Vx, Installation and
Upgrade, Installation Guide, from V9 onwards.

Table 29

Simplex Upgrade

Configuring the parameter XMPP Server Name

After reconfiguration of the openfire server, the parameter XMPP Server Name
is empty and you must configure it. Follow the steps below:

1. Log in to the IP of the Integrated Simplex via the CMP

2. Navigate to Maintenance > Inventory > Nodes

The list of Nodes is displayed.

3. Click the node name of the Simplex

4. A pop-up window appears. In the Actions field, click Show: Services status

5. A pop-up window List of components appears. In the Filter box, type
"Presence XMPP Integration - Connector" and click Go.

6. Click the component Presence XMPP Integration - Connector
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7. The Edit Service Configuration pop-up window appears

8. Configure the parameter XMPP Server Name with the XMPP-domain name.

9. Click Save

8.6 Upgrade of an OSV Duplex System Using Live Upgrade

600

8.6.1 Overview

There are three methods for Live Upgrade (also known as Outage Free Upgrade)
of a duplex OSV system. They are:

1. Starting the upgrade from the CMP/Assistant.

This upgrade method can be summarized as follows:

The upgrade from the CMP/Assistant is the preferred upgrade
method.

This method can be used for upgrading a native or a virtual duplex OSV
configuration.

The user starts the upgrade from the CMP/Assistant. Node 1 is upgraded
first, the calls are switched to node 1 and then node 2 is upgraded. All
these steps are performed sequentially without stoppage and without any
input from the user.

All the necessary files that are needed for the upgrade are stored on the
repository of each node.

The upgrade duration of an OSV duplex system using the CMP/Assistant
is approximately 1:25 hours. The time duration may differ depending on
the database size or the number/size of the additional patch sets.

Upgrading the Applications of a UC Standard Duplex Small deployment
takes additional 1:20 hours.

At the end of a successful upgrade, the Migration Toolkit automatically
collects the log files and places them in a single compressed file named
“‘data-<clusterName>.tar.gz”inthe /log directory. The single
compressed file contains data from both nodes and is placed in the /1og
directory of node 1.

From the same CMP, itis possible to initiate an upgrade of more than one
OSV system simultaneously.

The CMP/Assistant displays a status that an upgrade of the OSV is in
progress in several screens ensuring that other CMP users know the
status of the OSV system. Also, another OSV upgrade of the same OSV
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cannot be started while an upgrade is already in progress. Additionally,
the OSV nodes on the CMP's dashboard are grayed out thus disabling
any action on the OSV nodes while the upgrade is in progress.

If an error occurs during the upgrade, the system automatically falls back
to the source release. Additionally, the user can initiate the collection of
log and data files from the Assistant for the analysis of the error.

For this type of upgrade, refer to Section 8.6.2, “Upgrade Steps for a Duplex
System”, on page 603.

2. Starting the upgrade from node 1's console or VM console with upgrade
files on nodes' repository.

This upgrade method can be summarized as follows:

This method can be used for upgrading a native or a virtual duplex OSV
configuration.

The user starts the upgrade by entering a line command on node 1's
console or VM Console. Node 1 is upgraded first; the calls are switched
to node 1, and then node 2 is upgraded. All these steps are performed
sequentially without stoppage and without any input from the user.

All the necessary files that are needed for the upgrade are stored on the
repository of each node. Thus, the use of DVD disks and USB memory
sticks is eliminated.

The upgrade duration of an OSV duplex system using the Console
method is approximately 1:25 hours. The time duration may differ
depending on the database size or the number/size of the additional
patch sets.

Upgrading the Applications of a UC Standard Duplex Small deployment
takes additional 1:20 hours.

If an error occurs during the upgrade, the system automatically falls back
to the source release. Additionally, the system automatically collects log
and data files for the analysis of the error.

For this type of upgrade, refer to Section 8.6.2, “Upgrade Steps for a Duplex
System”, on page 603.

3. Performing Remote Software Upgrade

This upgrade method can be summarized as follows:
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configuration.
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This method is another upgrade method but it is not actually Live
upgrade because this method causes an outage. This upgrade
method takes less time because both nodes are upgraded
simultaneously. The Applications server(s) are upgraded before the
OSV servers as part of the upgrade procedure.

This method does not require service personnel to be present at the
customer's site to perform the upgrade. The RSA interface is utilized for
a native system while the Virtual Machine (VM) console is utilized for a
virtual system.

The user uses SFTP file transfer in Binary mode to transfer the upgrade
files (i.e., OSV image, node.cfg, license file, Migration Toolkit rpm and
additional patches) to the /repository/upload folder of each node. External
media like DVD disks and USB memory sticks are not needed.

The user starts the upgrade by entering a line command on node 1's
console via the RSA interface or the VM console.

The upgrade duration of a duplex system using Remote Software
Upgrade takes approximately 1:00 hour. The time duration may differ
depending on the database size or the number/size of the additional
patch sets.

If an error occurs during the upgrade, the user must initiate fall back to the
source release. Additionally, the user must also initiate the collection of
log and data files for the analysis of the error.

For this type of upgrade, refer to Section 8.7.2, “Upgrade Steps for Remote SW
Upgrade”, on page 611.

602
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8.6.2 Upgrade Steps for a Duplex System

Attention: When servers (e.g., media server or DLS) in the same network as one
of the OSV's subnets need to communicate with another of the OSV's subnets,
then changes to the network firewall are required to allow this communication.
Any questions should be addressed to the next level of support.

Attention: No modifications to the voice servers' hardware, product type or
deployment are expected in this procedure. If the voice servers' hardware,
product type or deployment is to be changed, a procedure from Chapter 9,
“Migrations to OpenScape Voice V9” should be employed for the upgrade.

Attention: If the OSV uses a media server resident on an external Applications
server, that media server will not be available during the upgrade of the external
Applications server. Announcements and conferences will not be available during
the Applications upgrade until the latest DVD/Hoffix level of the target release is
applied and the Applications server is started.

Table 30 describes the upgrade procedure. Some steps describe specific actions
to be performed by the user depending on the upgrade method that is chosen. At
the discretion of the user, checklist tasks 1 on page 604 through 4 on page 604
may be performed prior to the upgrade maintenance window.

Checklist task 5 on page 605 which upgrades the external Applications server
can be performed prior to the upgrade maintenance window or during the
upgrade maintenance window depending on the local company's policy.

A successful Applications server upgrade is necessary before proceeding with
the OSV upgrade.

Hint: When viewing the Installation and Upgrade Guide (IUG) with Adobe Reader
add the “Previous View” icon to the Reader toolbar. This will ease the navigation
between the checklists and associated sections of the IUG. Add the “Previous
View” icon as follows;

In Adobe Reader v9.x.x:

* Open the tools menu.

* Navigate to ‘Customize Toolbars’; this will present the ‘More Tools’ window.
* Inthe ‘More Tools’ window scroll down to the ‘Page Navigation Toolbar’

* Select the ‘Previous View’ icon.

* Select ‘Okay’ in the ‘More Tools’ window.
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Table 30
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In Adobe Reader v10.x and v11.x:
Right-click anywhere on the toolbar > Page Navigation > 'Previous View' icon.

After executing a checklist task, select the 'Previous View' icon in the
AdobeReader toolbar to return to the checklist.

The task list below describes the upgrade steps.

Task

Description

Refer to Section 8.1.2, “Preparation Checklist”, on page 561 and Section 8.1.3, “Required
Documents”, on page 563.

Refer to Section 8.2.1, “System Information and Access Rights”, on page 570 and Section
8.2.2, “Logging”, on page 570.

Refer to Section 8.3.3, “Verify Prerequisites Met According to Release Notes”, on page 579
and Section 8.3.4, “Obtain Licenses for the Target Release”, on page 579.

Note: During an upgrade from a point release to another point release (e.g., from V8 to
V8R1) or an upgrade within the same release (e.g., V9 image 2 and/or patch set 4 to V9
image 4 and/or patch set 7), licenses are automatically transferred from the source release
to the target release. In this case, new licenses for the target release are not required.
Generally, most upgrades are from one release to another release (e.g., from V8R1 to V9).
In this case, new licenses have to be obtained for the target release as described in Section
8.3.4

Refer to Section 8.4, “Pre-Maintenance Window Activities”, on page 580. Perform all the
activities in the subsections of Section 8.4 that may apply to your configuration.

Live Upgrade of Duplex OSV System
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Task Description

5. For an OSV duplex system, the external Applications server must be upgraded first to the
latest target release.

Install/update the OpenScape Applications onto the external applications server as follows:

¢ Upgrading the External Applications Server (OffBoard).

Direct update from these Applications server(s) levels to the V9 Applications level is
supported:

* V7Rx DVD Build, Hotfix level to V9 DVD Build level. The Build level of the source
and target are specified in the V9 Release Notes.

For Multiple Communications Server Admin deployments, refer to Section 5.7,
“Upgrade of Offboard (External) Apps Server”, on page 489 and Section 5.7.1,
“Upgrade of V7R2 Offboard Applications to V9”, on page 490.

For Standard Duplex Small, Standard Duplex Large and Standard Duplex Very
Large deployments, refer to the OpenScape UC Application Vx Installation and
Upgrade, Installation Guide, (where x is the software release version), section titled
"Updating, Upgrading and Migrating".

Note: The DLS component can also be installed on the external OpenScape Applications
server; review the DLS release notes for sizing limitations if the DLS component is to be
installed on the external OpenScape Applications server.

A successful applications server upgrade is necessary before proceeding with the
OSV upgrade. If the upgrade fails, contact your next level of technical support for
assistance.

6. Create the node.cfg file for the target system by downloading and installing the latest
Migration Toolkit rpm on the source system which automatically generates the node.cfg file
for the target system. Refer to Section 8.3.1.2, “Download and Install the Migration Toolkit to
Source Release and Generate Node.cfg File of the Target Release”, on page 573.

7. Prepare the upgrade files using one of the methods below. It is very helpful to mark the
method that you are going to select to refer back to it in later steps:

a) For a native or a virtual OSV system, if the upgrade files are to be stored on the
nodes' repository (i.e., without using external media like DVD disks and USB memory
sticks), prepare the upgrade files as described in Section 8.3.2.1, “Prepare Upgrade
Files in Repository of OSV Node(s)”, on page 576.

Unless directed otherwise by Release Notes, the target OpenScape Voice server
should be at the latest patch level declared for General Availability.

Table 30 Live Upgrade of Duplex OSV System
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Task

Description

Run RapidStat on the source system prior to the upgrade. Errors and/or Warnings must be
reviewed and corrected as necessary before continuing.

For virtual machines only, the resource allocation of target release virtual machines must be
verified against Table 13 on page 251, "Virtualization Dimensioning Details " of the target
release OpenScape Voice Installation and Upgrade Guide (IUG). The resource allocation of
the virtual machine(s) must be adjusted to the values listed in Table 13 on page 251, of the
target release IUG before the upgrade begins.

Some virtual machine resource changes require the machine be shut down (e.g. vCPU and
Memory resources changes). This activity will cause a loss of service for the Integrated
Simplex OSV and its Applications server.

If an outage is not allowed for the Standard Duplex virtual system; the Duplex system virtual
resource allocation update must be performed by first shutting down one node (i.e.; node 1),
updating that node's VM resource allocations, and then restoring that node to state 4. After
one node is updated and restored to service the partner node (i.e.; node 2) can be shut down,
updated, and restored to state 4.

Normal operating procedures for updating a Integrated Simplex or Standard Duplex system
should apply too.

Questions should be addressed to your next level of support.

10.

For virtual machines only; execute the following command on each node of a duplex
deployment:
# 1s -1 /mnt
Verify the cdrom directory is NOT listed on the OSV nodes of a Duplex deployment. An
example result with the cdrom directory listed follows:

root@bocastda: [~] #164
# 1s -1 /mnt

total 4

drwx------ 2 root root 4096 Nov 20 17:13 cdrom
root@bocastda: [~] #165

#

IF the cdrom directory IS NOT PRESENT, THEN proceed to step 11 on page 607 now.

IF the cdrom directory IS PRESENT, THEN execute the following command (as the root
user);

# rmdir /mnt/cdrom

You can verify your work by executing the 1s -1 /mnt command once more.
Remember to perform the check on both nodes of a duplex deployment.

After removing the cdrom directory, proceed to step 11 on page 607.

Table 30
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Task Description

1. For virtual machines only; the installation of VMWare tools may change the permissions
of the file /etc/fstab on the virtual machine. The /etc/fstab file permissions should be;

-rw-r—--r—- 1 root root 2558 Sep 7 13:39 /etc/fstab

If the permissions are not as indicated above, as the root user, change the file permissions
with the following command (be sure to execute the command on both nodes of a virtual
Duplex OSV deployment):

# chmod a+r /etc/fstab

This change will help prevent any unexpected behavior during an upgrade.

Table 30 Live Upgrade of Duplex OSV System
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Task

Description

12.

Start the upgrade using one of the following methods:

a) Duplex Configuration: Live Upgrade using the CMP/Assistant
This method is outage free and applies to native or virtual duplex configuration. This
method requires that the user had selected option a) in step 7 on page 605.
This is the preferred upgrade method.

The user starts the upgrade from the CMP/Assistant. Node 1 is upgraded first, the
calls are switched to node 1 and then node 2 is upgraded. Once the upgrade is
started, all these steps are performed sequentially without stopping and without any
input from the user.

If an error occurs during the upgrade, the system automatically falls back to the
source release with minimal prompts to the user.

To invoke this upgrade method, refer to Section 8.8.4, “Duplex Configuration: Invoke
Live Upgrade from the CMP/Assistant”, on page 622.

b) Duplex Configuration: Live Upgrade using the console or VM console with the
upgrade files on the nodes’ repository

This method is outage free and applies to a native duplex configuration.
This method requires that the user had selected option a) in step 7 on page 605.

The user starts the upgrade by entering a line command on node 1. Node 1 is
upgraded first and the calls are switched back to node 1. At this point, depending on
the command options used for the upgrade the process either:

e proceeds with node 2 upgrade automatically, without waiting for any input from
the user, or

¢ stops, giving the user the opportunity to verify the integrity of node 1's upgrade.
Once satisfied, the user enters a line command on node 1 to commit the upgrade.
The upgrade resumes and node 2 is upgraded.

If an error occurs during the upgrade, the user must manually initiate fall back to the
source release with minimal prompts to the user.

To invoke this upgrade method, refer to Section 8.8.5, “Duplex Configuration: Invoke
Live Upgrade from Console or VM Console with Upgrade Files on Nodes'
Repository”, on page 624.

Note: When the OSV is a geographically separated duplex with Admin and Signaling
interfaces shared, then the traffic switch, after the upgrade has finished on node1,
does not affect the established calls/connections. This means that those calls will
remain established on node2 until this node reboots to get upgraded as well.

c) You can perform an upgrade through the OpenScape Composer also. For detailed
information please consult the document OpenScape Composer Vx Administration,
Administrator Manual, chapter Software Updates

Table 30

608

Live Upgrade of Duplex OSV System

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide



Upgrades to OpenScape Voice V9
Upgrade of an OSV System Using Remote SW Upgrade

Task

Description

13.

Execute RapidStat after a successful upgrade. Verify there are no issues and that the system
is functioning correctly.

Note: [fitis determined that the upgrade of the system is unsatisfactory, fallback both nodes
to the source release. Refer to Section 8.9.2, “Fallback Procedure 2 for Outage Free Toolkit”,
on page 627. You do not need to return back to this section.

14.

Remove the upgrade/migration toolkit software (UNSPmigration-<V#>.rpm) from the target
system. Refer to Section 9.7, “Remove the Migration Toolkit Software from the Target
System”, on page 675.

15.

Complete the upgrade. Refer to Section 7.4, “Completing the Upgrade/Migration to V9”, on
page 544.

Table 30

Live Upgrade of Duplex OSV System

8.7 Upgrade of an OSV System Using Remote SW Upgrade

8.7.1 Overview

This upgrade method was created to reduce service cost of upgrading an
OpenScape Voice system by having the service technician upgrade the system
remotely without having to be present at the customer's site.

This upgrade method can be summarized as follows:

* This method can be used for upgrading a native or a virtual OpenScape
system. Additionally, it works for an Integrated Simplex configuration or a
Standard Duplex configuration.

* For a Standard Duplex configuration, this upgrade method causes an
outage. However, this upgrade method takes less time than Live upgrade of
a Standard Duplex configuration because both OSV nodes are upgraded
simultaneously.

For an Integrated Simplex configuration, this upgrade method causes an
outage just like other upgrade methods since outage is inevitable in a single
node system.

* This method does not require the service personnel to be present at the
customer's site to perform the upgrade. The RSA interface is utilized for a
native system while the Virtual Machine (VM) console is utilized for a virtual
system. The VM console is accessed from the Console tab of the virtual
machine's vSphere client.

A31003-H8090-J100-55-7631, 08/2024
OpenScape Voice V9, Installation Guide 609



Upgrades to OpenScape Voice V9
Upgrade of an OSV System Using Remote SW Upgrade

* For a Standard Duplex configuration, the Applications server(s) must be
upgraded prior to starting the Remote SW Upgrade of the OpenScape Voice
servers.

For an Integrated Simplex system, the Remote SW Upgrade upgrades the
OpenScape Voice server and the applications.

¢ The user uses SFTP file transfer in Binary mode to transfer the upgrade files
(i.e., OSV image, node.cfg, license file, Migration Toolkit rpm and additional
patches) to the /repository/upload folder of each node. The use of external
media like DVD disks and USB memory sticks is eliminated.

* The user starts the upgrade by entering a line command on node 1's console
via the RSA interface or the VM console.

* The user may login to the node via an SSH session to start the upgrade
rather than logging into the console via the RSA interface or the VM console.
However, the user should be aware of the following when an SSH session is
used:

— The user will not be able to monitor the upgrade progress.

— When an upgrade failure occurs, the system tries to fallback to the source
release automatically. However if the automatic fallback fails, the user
must use the console or VM console to manually restore the system.

— The user will have to wait some time until the upgrade is completed before
being able to login onto the node(s) via an SSH session and verify the
upgrade status. The user must understand it may appear that he/she gets
the login prompt for an SSH session but the login fails with invalid
password because the system has been installed, but the import of the
data has not finished and the passwords from the source system have not
yet been imported to the target system.

— For avirtual system, it may take a while longer to synchronize the image
if the Storage Array Network (SAN) is slow.

¢ The upgrade duration of a duplex system using Remote Software Upgrade
takes approximately 1:00 hour.

The upgrade duration of an Integrated Simplex system using Remote
Software Upgrade takes approximately 1:30 hours.

The time duration may differ depending on the database size or the number/
size of the additional patch sets.

¢ When an error occurs during the upgrade, the system tries to fallback to the
source release automatically. However if the automatic fallback fails, the user
must initiate fall back to the source release. Additionally, the user must also
initiate the collection of log and data files for the analysis of the error.

For this type of upgrade, refer to Section 8.7.2, “Upgrade Steps for Remote SW
Upgrade”, on page 611.
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8.7.2 Upgrade Steps for Remote SW Upgrade

Prerequisites:

1. Adequate administrative permissions.
2. Fully functional system.

3. For a Standard Duplex configuration, the Applications server(s) will be
upgraded prior to starting the Remote SW Upgrade of the OpenScape Voice
servers.

Note: For an Integrated Simplex system, the Remote SW Upgrade procedure
also upgrades the applications.

Note: The RSA applies to a native machine upgrade. For the case of a virtual
machine upgrade, any references to the native hardware RSA should be
interpreted to mean the virtual machine (VM) console. The VM console is
accessed from the Console tab of the virtual machine's vSphere client.
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Table 31
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The task list below describes the upgrade steps.

Task

Description

Refer to Section 8.1.2, “Preparation Checklist’, on page 561 and Section 8.1.3, “Required
Documents”, on page 563.

Refer to Section 8.3.4, “Obtain Licenses for the Target Release”, on page 579.

Note: During an upgrade from a point release to another point release (e.g., from V8 to
V8R1) or an upgrade within the same release (e.g., V9 image 2 and/or patch set 4 to V9
image 4 and/or patch set 7), licenses are automatically transferred from the source release
to the target release. In this case, new licenses for the target release are not required.
Generally, most upgrades are from one release to another release (e.g., from V8R1 to V9).
In this case, new licenses have to be obtained for the target release as described in
Section 8.3.4

Refer to Section 8.4, “Pre-Maintenance Window Activities”, on page 580. Perform all the
activities that apply in the subsections of Section 8.4.

Upgrade SW Remotely
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Task

Description

For a duplex OSV system, the external Applications server must be upgraded first to the
latest target release.

Install/update the OpenScape Applications onto the external applications server as follows:

¢ Upgrading the External Applications Server (OffBoard).

Direct update from these Applications server(s) levels to the V9 Applications level is
supported:

— V7Rx DVD Build, Hoffix level to V9 DVD Build level. The Build level of the source and
target are specified in the V9 Release Notes.

For Multiple Communications Server Admin deployments, refer to Section 5.7,
“Upgrade of Offboard (External) Apps Server”, on page 489 and Section 5.7.1, “Upgrade
of V7R2 Offboard Applications to V9”, on page 490.

For Standard Duplex Small, Standard Duplex Large and Standard Duplex Very
Large deployments, refer to the OpenScape UC Application Vx Installation and
Upgrade, Installation Guide, (where x is the software release version), section titled
"Updating,Upgrading and Migrating".

Note: The DLS component can also be installed on the external OpenScape Applications
server; review the DLS release notes for sizing limitations if the DLS component is to be
installed on the external OpenScape Applications server.

A successful applications server upgrade is necessary before proceeding with the
OSV upgrade. If the upgrade fails, contact your next level of technical support for
assistance.

Login onto the RSA or the VM console for remote access. For a Standard Duplex
configuration, login onto both nodes.

Note: Alternatively, the user may login onto the nodes via an SSH session. However, the

user should be aware that the upgrade progress cannot be continuously monitored by the
service technician when an SSH session is used. For more details, refer to Section 8.7.1,
“Overview”, on page 609.

Create the node.cfg file for the target system by downloading and installing the latest
upgrade/migration Toolkit rpm on the source system which automatically generates the
node.cfg file for the target system. Refer to Section 8.3.1.2, “Download and Install the
Migration Toolkit to Source Release and Generate Node.cfg File of the Target Release”, on
page 573.

Table 31
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Task

Description

If this is a Duplex OSV Remote Software Upgrade, proceed to step 8 on page 614 of this task
list.

If this is an Integrated Simplex Remote Software Upgrade, create the response.cfg.primary
file for the Integrated Simplex system. Refer to Section 9.11, “Simplex System
response.cfg.primary File Creation”, on page 682.

Prepare the upgrade files. Refer to Section 8.3.2.1, “Prepare Upgrade Files in Repository of
OSV Node(s)”, on page 576.

Run RapidStat. Errors and/or Warnings must be reviewed and corrected as necessary
before continuing.

10.

For virtual machines only, the resource allocation of target release virtual machines must be
verified against Table 13 on page 251, "Virtualization Dimensioning Details " of the target
release OpenScape Voice Installation and Upgrade Guide (IUG). The resource allocation of
the virtual machine(s) must be adjusted to the values listed in Table 13 on page 251 of the
target release IUG before the upgrade begins.

Attention: Some virtual machine resource changes require the machine be shut down (e.g.
vCPU and Memory resources changes). This activity will cause a loss of service for the
Integrated Simplex OSV and its Applications server.

If an outage is not allowed for the Standard Duplex virtual system; the Duplex system virtual
resource allocation update must be performed by first shutting down one node (i.e.; node 1),
updating that node's VM resource allocations, and then restoring that node to state 4. After
one node is updated and restored to service the partner node (i.e.; node 2) can be shut down,
updated, and restored to state 4.

Normal operating procedures for updating a Integrated Simplex or Standard Duplex system
should apply too.

Questions should be addressed to your next level of support.

Table 31
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Task

Description

11.

For virtual machines only; Execute the following command on the OSV node of a simplex
deployment or each node of a duplex deployment;
# 1s -1 /mnt
Verify the cdrom directory is NOT listed on the OSV node of a Simplex deployment or
nodes of a Duplex deployment. An example result with the cdrom directory listed follows:

root@bocast4a: [~] #164
# 1s -1 /mnt

total 4

drwx-=----- 2 root root 4096 Nov 20 17:13 cdrom
root@bocast4a: [~] #165

#

IF the cdrom directory IS NOT PRESENT, THEN proceed to step 12 on page 615 now.

IF the cdrom directory IS PRESENT, THEN execute the following command (as the root
user);

# rmdir /mnt/cdrom

You can verify your work by executing the 1s -1 /mnt command once more.
Remember to perform the check on both nodes of a duplex deployment.

After removing the cdrom directory, proceed to step 12 on page 615.

12.

For virtual machines only; the installation of VMWare tools may change the permissions
of the file /etc/fstab on the virtual machine. The /etc/fstab file permissions should be;

-rw-r--r-- 1 root root 2558 Sep 7 13:39 /etc/fstab

If the permissions are not as indicated above, as the root user, change the file permissions
with the following command (be sure to execute the command on both nodes of a virtual
Duplex OSV deployment):

# chmod a+r /etc/fstab

This change will help prevent any unexpected behavior during an upgrade.

13.

Start the upgrade.

As user root on node 1:

# upgrade8k -quiet

Note: If an error occurs during the upgrade, the system automatically falls back to the source
release. For certain errors, the system might not be able to automatically fallback or
automatically come up on the source release then manual fallback to the source release has
to be initiated by the user. Refer to Section 8.9.5, “Fallback Due to Failure During Installation
for Remote SW Upgrade”, on page 630 and Section 8.9.6, “Fallback Due to Failure During
Import for Remote SW Upgrade”, on page 632, as needed.

Table 31
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Task

Description

14.

If the upgrade was started from an SSH session rather than a console or VM console, it is
important to verify that the upgrade has completed because monitoring the upgrade was not
possible in an SSH session.

Login onto node 1 via an SSH session after giving the system ample time to complete the
upgrade. Verify that the upgrade has finished by checking the upgrade status as follows:

# upgrade8k -s

As an example, when the upgrade is completed, the following messages are seen at the end
of the output of the above command:

05/02/13 15:56:16 DataCollect
05/02/13 16:03:06 NoError

15.

Execute RapidStat. Verify there are no issues and that the system is functioning correctly.

Note: If it is determined that the upgrade of the system is unsatisfactory, fallback both nodes
(or node for simplex) to the source release. Refer to Section 8.9.6, “Fallback Due to Failure
During Import for Remote SW Upgrade”, on page 632.

16.

Remove the upgrade/migration toolkit software (UNSPmigration-<V#>.rpm) from the target
system. Refer to Section 9.7, “Remove the Migration Toolkit Software from the Target
System”, on page 675.

17.

Complete the upgrade. Refer to Section 7.4, “Completing the Upgrade/Migration to V9”, on
page 544.

Table 31
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8.8 Invoking Upgrade
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Attention: Your upgrade should not be started from the subsections of this
section. The upgrade should be started from one of the upgrade tables like Table
29, Table 30 or Table 31 etc. One of the steps in these tables would refer you to
one of the subsections in this section.
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8.8.1 Simplex Configuration: Invoke Upgrade from
the CMP/Assistant (Ul Method)

This method is run from the CMP/Assistant. The upgrade files should have
already been placed in folder /repository/upload of the node.

1. Login to RSA or the Console (native OSV/VM) for remote access. This allows
the user to monitor the upgrade progress because the CMP/Assistant
connection will be lost during the upgrade.

Note: The RSA applies to a native machine upgrade. For the case of a virtual
machine upgrade, any references to the native hardware RSA should be
interpreted to mean the virtual machine (VM) console. The VM console is
accessed from the Console tab of the virtual machine's vSphere client.

2. Ensure that an ISO image DVD disk and USB memory stick are not inserted
in the server.

3. Login to the CMP and navigate to Maintenance > Inventory > Applications

Note: In some cases particularly after fallback to the source release,
"Upgrade Version in progress" might be displayed for the OpenScape Voice
entry of your switch under the Active version column. To clear this
indication, do the following:

Click on the arrow at the end of the line on the right and select Upgrade
Version. In the popup window, click the Finish Upgrade button at the bottom
of the screen. The window is closed and now the OpenScape Voice entry
under the Active version does not show "Upgrade Version in progress"
anymore.

4. For the corresponding OSV system, click on the arrow at the end of the line
on the right and select Upgrade Version ...

A window opens showing the contents of directory /repository/upload of the
node.

Note: Starting in V7, this upgrade method is supported but it requires the
source release of the Integrated Simplex system to be at V7 patch set
21E13 or higher and Applications level V7 FR1 H10 (Build 13, H10) or
higher. This limitation is due to the fact that in older versions and releases,
the Assistant does not have the necessary functionality for performing this
type of upgrade.

In this case, start the upgrade from the RSA connection by entering the
following command on the node as user root:
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# upgrade8k —-quiet -live

No further interactions are required by the user other than agreeing to
continue with the upgrade after preliminary checks are made. The user uses
the RSA connection to monitor the status of the upgrade.

If you have entered the command above, then go to step 6 on page 618
of this task list and wait for the upgrade process to complete.

5. Click on the Start Upgrade button to initiate the upgrade. The status of the
upgrade is displayed on the Assistant.

Note: After the upgrade is started, a message is displayed on the Assistant
indicating that the screen will not be updated anymore. Therefore, the user

must use the RSA connection or the Console (native OSV/VM) connection to
monitor the status of the upgrade.

6. When the upgrade process completes, the login prompt is displayed on the
console.

Note: At the final step of the upgrade, the Toolkit automatically collects the
log files and places them in a single compressed file named
"data-<clusterName>.tar.gz" inthe /log directory.

For example: /1og/data-BOCASTRESS].tar.gz

Note: Timing information regarding the upgrade is available on the node in file:
/repository/upgrade8k-timing

Fallback on Error

If an error occurs during the upgrade, fallback to the source release is
automatically initiated by the system. The Toolkit automatically collects the log
files and places them in a single compressed file named
"data-<clusterName>.tar.gz" inthe /log directory

Also, check file /log/prepare8k.log for clues about the failure.

After investigating and fixing the problem, it shall be possible to initiate another
upgrade.
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8.8.2 Simplex Configuration: Invoke Upgrade from
Console or VM Console with Upgrade Files on Node's
Repository

This method can only be run from the console or VM console. The upgrade files

should have already been placed in folder /repository/upload of the node.

1. Ensure that an ISO image DVD disk and USB memory stick are not inserted
in the server.

2. Login to the console or VM console of the node as user root.

3. As user roof, enter the following command from the console or VM console:

Note: The order of options in the following command cannot be changed.

# upgrade8k -quiet -live
No further interactions are required by the user other than agreeing to
continue with the upgrade after preliminary checks are made.

4. When the upgrade process completes, the login prompt is displayed on the
console.

Note: At the final step of the upgrade, the Toolkit automatically collects the
log files and places them in a single compressed file named “data-
<clusterName>.tar.gz” in the /log directory.

For example:

/log/data-BOCASTRESS].tar.gz

Note: Timing information regarding the upgrade is available on the node in file:

/repository/upgrade8k-timing

Fallback on Error

If an error occurs during the upgrade, fallback to the source release is
automatically initiated by the system. The Toolkit automatically collects the log
files and places them in a single compressed file named “data-
<clusterName>.tar.gz” in the /1log directory.

Also, check file /1og/prepare8k. 1og for clues about the failure.

After investigating and fixing the problem, it shall be possible to initiate another
upgrade.
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8.8.3 Simplex Configuration: Invoke Upgrade from
the Console with Upgrade Files on External Media

This method can only be run from the console of a native Integrated Simplex
configuration. The upgrade files should have already been placed on a DVD disk
and a USB memory stick and inserted in the native Integrated Simplex server.

1. Login to the console of the node as user root. You may also login to the
RSA of the node as user root.

2. Delete all the files in folder /repository/upload
3. Insert the USB memory stick labeled node.cfg.primary into the node.

4. Insertthe USB stick that contains the OSV image of the target system. In case
of a virtual environment, connect the virtual CD/DVD ISO.

5. Export the data to the USB memory stick by entering the following command
as user root:

# export8k

The above procedure creates file: patch/export. tar onthe USB memory
stick. The following message is displayed at the end indicating a successful
export:

Export completed: <date>
Elapsed time: <time>

Note: Do not remove the USB memory stick from the node.

6. Configure the node to Rtp state 2. This will also stop the applications
(symphonia):

# /unisphere/srx3000/srx/startup/srxctrl 2 0
Enter y to continue, if prompted.

7. Reboot the system:
# reboot

8. When the boot screen presents the options below, select the second option
to install the Softswitch with the image of the target release. The options are:

¢ Boot from Hard Disk

* Install Softswitch - Va_Rb_c.d_ee (Select this option and then press
Enter)

9. Review and accept the EULA by selecting Done and selecting Yes on the
following screen.
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Select Done again if you are satisfied with the presented Network
Information.

10. When prompted with the following options:

Note: Typing yes or format will erase all data from

unlocked partition on the disk.

: yes - Erases data from the first unlocked image.

: no - Aborts installation.
format - Reformats harddisk, user loses all the data
lockprim - Erases data from the secondary partition
locksec - Erases data from the primary partition

: verify - verify hardware

Do you want to continue with installation (enter yes/no/

format/lockprim/locksec) ?
Type: lockprim if the source software was on the primary partition

or

Type: locksec if the source software was on the secondary partition.

Note: Format and repartition are necessary for fresh installation.

Note: No further user interactions are required until the image installation
ends and the login prompt is presented to the user.

11. After the image installation ends, login to the node as user sysad (default
password: “1c1ENtk=") . After the first login, the sysad password has to be
changed. Change it to any value (e.g., !Q2w3e4r). This doesn’t matter
because the password from the source release will be restored in the next few
steps.

12. Switch to user root and verify the success of the installation as follows:
# su - root (Default password: “TRR63dis”)
# srxary -v  (System should be in state 4 & all processes in
PROCESS_READY state)

# su - srx —-c “pkgversion -ps” (latesttarget patch setis installed)

13. Download the Migration Toolkit software (UNSPmigration-<V#>.rom) and
install it onto the target system. Refer to Section 9.5, “Download and Install
the Migration Toolkit Software to the Target System”, on page 672.

14. Import the data of the source system from the USB memory stick labeled
node.cfg.primary to the target by entering the following command:

# import8k

Fallback on Error
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If an error occurs during the upgrade, fallback to the source release is
automatically initiated by the system. The Toolkit automatically collects the log
files and places them in a single compressed file named: "data-
<clusterName>.tar.gz" inthe /log directory.

Also, check file /1log/prepare8k.log for clues about the failure.

After investigating and fixing the problem, it shall be possible to initiate another
upgrade.

8.8.4 Duplex Configuration: Invoke Live Upgrade
from the CMP/Assistant

This method is run from the CMP/Assistant. The upgrade files should have
already been placed in folder /repository/upload of each node.

1. Ensure that an ISO image DVD disk and USB memory stick are not inserted
in the server.

2. Login to the CMP and navigate to Maintenance > Inventory > Applications

Note: In some cases particularly after fallback to the source release,
"Upgrade Version in progress" might be displayed for the OpenScape Voice
entry of your switch under the Active version column. To clear this
indication, do the following:

Click on the arrow at the end of the line on the right and select Upgrade
Version. In the popup window, click the Finish Upgrade button at the bottom
of the screen. The window is closed and now the OpenScape Voice entry
under the Active version does not show "Upgrade Version in progress"
anymore.

3. For the corresponding OSV system, click on the arrow at the end of the line
on the right and select Upgrade Version ...

A window opens showing the contents of directory /repository/upload of the
nodes.

4. Click on the Start Upgrade button to initiate the upgrade.

The status of the upgrade is displayed on the Assistant. No further interaction
is required by the user.
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5. When the upgrade process completes, an appropriate message is displayed
on the Assistant.

Note: At the final steps of node 2's upgrade, the Toolkit automatically collects
the log files from both nodes and places them in a single compressed file
named “*data-<clusterName>.tar.gz” in the /1log directory of node 1.

For example:
/log/data-BOCASTRESS1.tar.gz

Note: Timing information regarding the upgrade is available on node 1 in the
following file:

/repository/upgrade8k-timing

Note: Click this link to return to step 13 on page 609 in Table 30, "Live Upgrade
of Duplex OSV System".

.Fallback on Error

If an error occurs during the upgrade, fallback is automatically initiated by the
system. In this case, the user is informed and an option to Download Logs
button is presented to the user.

After the user clicks on the button and downloads the logs, the user should click
on the Finish Upgrade button. At this point, the OSV system reverts back to the
source release.

Also, check file /1log/prepare8k. log for clues about the failure.

After investigating and fixing the problem, it shall be possible to initiate another
upgrade.

Note: In case of a more extreme error where automatic fallback to the source
release is not initiated by the system, manual fallback should be performed. Refer
to Section 8.9.3, “Manual Fallback on Failed Upgrade”, on page 628. You do not
need to return back to this section.
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8.8.5 Duplex Configuration: Invoke Live Upgrade
from Console or VM Console with Upgrade Files on
Nodes' Repository

This method is run from the console or VM console. The upgrade files should
have already been placed in folder /repository/upload of each node.

1.

Ensure that an ISO image DVD disk and USB memory stick are not inserted
in the servers.

Login to the console or VM console of node 1 as user root.

As user rooft, enter the following command from the console or VM console of
node 1:

1. For a completely automated Upgrade enter the following command from
the console or VM console of node 1 as user root:

Note: The order of the options in the following command cannot be changed.

# upgrade8k -quiet -live

The 'quiet option enables complete automation of the Upgrade. No
further interactions are required by the user other than agreeing to continue
with the upgrade after preliminary checks are made. For instance when
prompted as follows, do nothing. The upgrade will automatically proceed
without user input;

After logging in as root, type one of the following:
1. upgrade8k -commit (start node#2 upgrade) .
2. upgrade8k -fallback (fallback to source release).

2. For a controlled Upgrade, verify first the integrity of node 1 and then
proceed with node 2 upgrade by entering the following command from the
console or VM console of node 1 as user root:

# upgrade8k -live

Here the process stops after the Upgrade has finished on node 1 giving the
user the opportunity to verify the integrity of the node after the upgrade.
Depending on the results, the user can either select to commit the upgrade or
fallback to the source release. When prompted as follows provide your input
accordingly;

After logging in as root, type one of the following:
1. upgrade8k -commit (start node#2 upgrade) .
2. upgrade8k -fallback (fallback to source release).
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4. When the upgrade process is completed, the login prompt is displayed on the
console.

Note: At the final steps of node 2's upgrade, the Toolkit automatically collects
the log files from both nodes and places them in a single compressed file
named “data-<clusterName>.tar.gz” in the /1log directory of node 1.

For example:
/log/data-BOCASTRESS]1.tar.gz

Note: Timing information regarding the upgrade is available on node 1 in file:
/repository/upgrade8k-timing

Note: Click this link to return to step 13 on page 609 in Table 30, "Live Upgrade
of Duplex OSV System"

Note: OSV Duplex solidDB diagnostics are also collected by default during
upgrade. At the end of the Upgrade you can find the log files under the /log
directory of each node with the name ss_debug_upgrade. tar

For example:
/log/ss_debug_upgrade.tar

To turn off this functionality the -nosoliddebug flag can be used in the
upgrade8k command:

upgrade8k -quiet -nosoliddebug -live

or

upgrade8k -nosoliddebug -live

You must not change the order of the flags (the -live flag must always be at the
end)

Fallback on Error

If an error occurs during the upgrade, fallback to the source release is
automatically initiated by the system. The Toolkit automatically collects the log
files from both nodes and places them in a single compressed file named “data-
<clusterName>.tar.gz” in the /1og directory of node 1.

Also, check file /1log/prepare8k. log for clues about the failure.
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After investigating and fixing the problem, it shall be possible to initiate another
upgrade.

Note: In case of a more extreme error where automatic fallback to the source
release is not initiated by the system, manual fallback should be performed. Refer
to Section 8.9.3, “Manual Fallback on Failed Upgrade”, on page 628. You do not
need to return back to this section.

8.9 Fallback Procedures

626

If a decision to Fallback is made, the priorities are to return the system to the
source release, verify functionality and then execute the data collection. The data
collection software is delivered with the toolkit. Data will be collected from both
partitions of each node. The resulting data collection is stored in a zipped tar file.
The following subsections have additional information about data collection.

If the fallback procedures listed in Section 8.9.1 through Section 8.9.6 do not
succeed, then use the fallback procedure in Section 8.9.7, “Fallback using File
System Restore”, on page 633 as a last resort but only after contacting your next
level of support.

8.9.1 Fallback Procedure 1 for Outage Free Toolkit

When an error occurs during the installation of node 1 or after finishing the
installation of node 1 and realizing that the OSV system is not functioning
correctly, fallback to the source release should be initiated as follows:

1. Login onto node 1 as user root and enter the following:

# upgrade8k -fallback

When prompted if you want to continue, enter yes

Node 1 is rebooted and comes up on the other partition that contains the
source release software. For a duplex system, the cluster is joined and both
nodes will be operational with the source release software.

Note: The log files are automatically collected from both nodes (or node in
simplex) and placed in a single compressed file named
"data-<clusterName>.tar.gz inthe /log directory of node 1.

For example: /log/data-BOCASTRESS1.tar.gz
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2. Forintegrated simplex only, the OSV might still be locked and indicates
"Upgrade in Progress". To unlock the OSV:

e Login onto the CMP.
¢ Navigate to Maintenance > Inventory > Applications.

e If the OpenScape Voice entry shows "Upgrade Version in progress”,
then do the following:

— Click on the arrow at the end of the line on the right and select
Upgrade Version.

— In the popup window, click Finish Upgrade. The OSV is now
unlocked.

8.9.2 Fallback Procedure 2 for Outage Free Toolkit

Attention: During the manual fallback there will be an outage of approximately 9
minutes while the OpenScape Voice source release is restored.

When an error occurs during the installation of node 2 of a duplex OSV system
or after finishing the upgrade in a simplex or duplex OSV system and realizing
that the OSV system is not functioning correctly, fallback to the source release
should be initiated as follows:

1. Login onto node 1 as user root and enter the following command to fall back
to the source release:

# /unisphere/srx3000/srx/bin/activate8k -auto

Both Nodes are rebooted and come up on the partition that contains the
source release software. The cluster is joined and both nodes will be
operational with the source release software. An outage will occur in this case
for approximately 9 minutes until the two nodes come up to RTP state 4 4 on
the source release.

2. From node 1, collect data for analysis after the system is restored as follows:

# upgrade8k -collect

The command is only executed from node 1. However, it collects data
from both nodes and places them in a single compressed file named
"data-<clusterName>.tar.gz" in the /log directory of node 1.

For example:

/log/data-BOCASTRESS].tar.gz
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8.9.3 Manual Fallback on Failed Upgrade

Attention: During the manual fallback there will be an outage of approximately 9
minutes while the OpenScape Voice source release is restored.

In most cases when an error occurs during the upgrade or migration process, the
fallback to the source release is initiated automatically and data is collected
automatically for analysis of the error. In case an automatic fallback is not initiated
by the system, the user can initiate the fallback manually.

If the upgrade fails, contact your next level of technical support for assistance.

To manually initiate fallback:

1.
2.

Login to the console (native OSV/VM) or the RSA interface.

As user root, enter the following command on node 1:

# /unisphere/srx3000/srx/bin/activate8k -auto

Note: In an extreme error case, if the console (native OSV/VM) or the RSA
interface freezes and commands cannot be entered, refer to Section 8.9.4,
“Fallback when Console is not Responsive”, on page 629. You do not need to
return back to this section.

The above step will reboot the system and bring it up to state 4 (or state 4 4
for a duplex system) on the source release. The Toolkit automatically collects
the log files (from the node in simplex or from both nodes in duplex) and
places them in a single compressed file named "data-
<clusterName>.tar.gz" inthe /log directory of node 1.

Also, check file /1og/prepare8k. log for clues about the failure.

For integrated simplex only, the OSV might still be locked and indicates
"Upgrade in Progress". To unlock the OSV:

* Login onto the CMP.

* Navigate to Maintenance > Inventory > Applications.

If the OpenScape Voice entry shows "Upgrade Version in progress",
then do the following:

— Click on the arrow at the end of the line on the right and select
Upgrade Version.

— In the popup window, click Finish Upgrade. The OSV is now
unlocked.
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After investigating and fixing the problem, it shall be possible to initiate another
upgrade.

Attention: If the fallback was for a standard duplex configuration (with an
external Applications server), then fallback may have to be performed on the
external Applications server. Refer to the appropriate Fallback instruction for your
deployment:

- For Multiple Communications Server Admin and Media Server Stand Alone
deployments, refer to the appropriate subsection of Section 5.7.2, “Fallback
During Upgrade Procedure”, on page 495.

- For all other Applications server deployments (i.e.; Standard Duplex Small or
Standard Duplex Large deployments, refer to the OpenScape UC Application VX,
Installation and Upgrade, Installation Guide (where x is the current version),
section "Fallback after aborted Upgrade”.

8.9.4 Fallback when Console is not Responsive

Attention: During the manual fallback there will be an outage of approximately 9
minutes while the OpenScape Voice source release is restored.

In extreme upgrade failure scenarios, if the console (native OSV/VM) or the RSA
interface freezes and commands cannot be entered, the following manual
procedure can be used:

1. Remove any exterior media (e.g., DVD disc(s) and USB memory stick(s))
from the server(s).

2. From the console, reboot both nodes (or node in simplex) by pressing the
restart button or turning off each server and then turning it on. The server can
also be rebooted from the RSA interface or the VM console.

3. From the boot menu that will be displayed, select the load of the source
release.

4. After the system is brought up to state 4 (or state 4 4 for a duplex system) on
the source release, collect data for analysis of the error as follows:

Login onto node 1 as user root and enter the following command:

# upgrade8k -collect
The Toolkit automatically collects the log files (from the node in simplex or

from both nodes in duplex) and places them in a single compressed file
named "data-<clusterName>.tar.gz" inthe /log directory of node 1.
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Also, check file /1log/prepare8k. log for clues about the failure.

After investigating and fixing the problem, it shall be possible to initiate
another upgrade.

5. For integrated simplex only, the OSV might still be locked and indicates
"Upgrade in Progress". To unlock the OSV:

¢ Login onto the CMP.

* Navigate to Maintenance > Inventory > Applications.

If the OpenScape Voice entry shows "Upgrade Version in progress",
then do the following:

— Click on the arrow at the end of the line on the right and select
Upgrade Version.

— In the popup window, click Finish Upgrade. The OSV is now
unlocked.

Attention: If the fallback was for a standard duplex configuration (with an
external Applications server), then fallback may have to be performed on the
external Applications server. Refer to the appropriate Fallback instruction for your
deployment:

- For Multiple Communications Server Admin and Media Server Stand Alone
deployments, refer to the appropriate subsection of Section 5.7.2, “Fallback
During Upgrade Procedure”, on page 495.

- For all other Applications server deployments (i.e.; Standard Duplex Small or
Standard Duplex Large deployments), refer to the OpenScape UC Application
Vx, Installation and Upgrade, Installation Guide (where x is the current version),
section "Fallback after aborted Upgrade".

8.9.5 Fallback Due to Failure During Installation for
Remote SW Upgrade

Attention: During the manual fallback there will be an outage of approximately 9
minutes while the OpenScape Voice source release is restored.

If for any reason the upgrade fails during installation, then reboot nodes (or node
for integrated Simplex system) and select to boot from the source partition on
each node as described in details below.
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Prerequisites:

Adequate administrative permissions

Step by step:

1. Login to RSA or VM console for remote access (must log on to each node).
2. Reboot both nodes:

# reboot

3. During the reboot, on each node a menu is displayed (GRUB menu) asking
the user to select the source load or the target load (i.e., if the user wants to
bring the system up on the partition containing the source load or on the
partition containing the target load). The user must select the source load.

4. If the system (that comes up on the source release) does not reach state 4,
run the following command on both nodes (or node for simplex system):

# /unisphere/srx3000/srx/bin/activate8k -done

5. Check the system:
e If both nodes (or node in simplex) work normally:

— Gotostep7.

Note: Under certain conditions it is possible that the installation could fail
e.g. due to a bad node. cfg. If for some reason the remote upgrade
menus are not reset, continue with step 6.

6. If for some reason (e.g., a bad node.cfg) the remote upgrade menus are not
reset then the user can run the following command in order to reset the
remote upgrade setup:

# upgrade8k -reset

7. Contact your next level of support in order to investigate the cause that led to
the upgrade failure.

Once the problem is solved, the Remote SW Upgrade procedure can be
started again.
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8.9.6 Fallback Due to Failure During Import for
Remote SW Upgrade

If for any reason the upgrade fails during import, then run the commands
described in details below in order to activate the fallback partition (source
release).

Attention: During the manual fallback there will be an outage of approximately 9
minutes while the OpenScape Voice source release is restored.

Prerequisites:
Adequate administrative permissions

Step by step:

1. Fora Standard Duplex system, login to node 1's RSA (for a native system) or
VM console (for a virtual system).

For an Integrated Simplex system, login to the node's RSA (for a native
system) or VM console (for a virtual system).

2. Run the following command:
# /unisphere/srx3000/srx/bin/activate8k -auto

3. Forintegrated simplex only, after the OSV comes up to state 4, the OSV might
still be locked and indicate "Upgrade in Progress". To unlock the OSV:

* Login onto the CMP.

* Navigate to Maintenance > Inventory > Applications.

If the OpenScape Voice entry shows "Upgrade Version in progress",
then do the following:

— Click on the arrow at the end of the line on the right and select
Upgrade Version.

— In the popup window, click Finish Upgrade. The OSV is now
unlocked.

4. Contact your next level of support in order to investigate the failure.
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8.9.7 Fallback using File System Restore

Attention: This procedure should not be performed unless advised to do so by
your next level of support.

Note: If the upgrade data collection has not already been executed
("upgrade8k -collect"), it is recommended to perform this data collection before
the file system restore. Be sure to save the resulting file to a server other than the
OpenScape Voice switch (because disk formatting is part of the file system
restore process and all data will be lost).

The data collection software is delivered with the Toolkit. The data is collected
from both partitions of each node. Data collection can be initiated as follows:

Login onto node 1 as user root and enter the following command:

# upgrade8k -collect

The command is only executed from node 1. However, it collects data from
both nodes and places them in a single compressed file named

"data-<clusterName>.tar.gz"in the /1log directory of node 1.

For example:
/1log/data-0OSVNODENAME. tar.gz

Save the resulting file to a server other than the OpenScape Voice switch
(because disk formatting is part of the file system restore process and all data will
be lost).

1. In the very rare case that an automatic fallback fails then the user should
utilize the file system restore procedures. Refer to the "OpenScape Voice Vx
Service, Service Documentation" (Vx equals the source release), section
titted "Serviceability - B&R, Import/Export, SW Maintenance".

2. OpenScape Voice Assistant maintains locally (stores) the Upgrade status of
the OpenScape Voice system. So after the file system restore, the
OpenScape Voice switch may not be available from the CMP because the
upgrade status remains in progress. Additionally, the OSV node(s) on the
CMP's dashboard are grayed out thus disabling any action on the OSV
node(s).
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Change the switch state to idle in the CMP

3. Ensure that remote access for node 1 and node 2 are configured correctly
and use the pam_tally2 command to resolve "srx user access violations". As
user root on node 1, query the pam_tally2 count. For example:

# pam_tally2
User srx (1522) has 31

If the pam_tally2 reports 5 or more counts for user srx, reset the pam_tally2
count for the srx user. For example:

# pam_tally2 --user srx --reset

Query the pam_tally2 count again to ensure there are no pam_tally2 errors
for the srx user. For example:

# pam_tally2

4. Repeat the commands of step 3 on node 2.
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5. Login to the CMP and navigate to Maintenance > Inventory > Applications.
For the corresponding OSV system, click on the arrow at the end of the line
on the right and select Upgrade Version ...

Configuration

Inventory | Monitoring
Nodes & Applications _ 4
!’B Nodes . software activation...
[i] Applications = Upgrade Version...
+ Repository

6. A window opens showing the contents of directory /repository/upload of the
node(s).

7. Click on Cancel button in order to close the window. The Switch becomes idle
again.

8.10 Resolving Migration Toolkit node.cfg File Creation Issues

Use one of the following two methods to resolve Migration Toolkit node.cfg file
creation issues:

1. Use the IFGUI Update (EZIP). This is the recommended method. Refer to
Section 8.10.1, “Correct the node.cfg using the IFGUI Update (EZIP)”, on
page 636.

2. If time or other constraints prevent the use of the EZIP method, use the
create_node.cfg.pl script to generate a node.cfg of the source release. Refer
to Section 8.10.2, “Correct the node.cfg using the create_node.cfg.pl Script”,
on page 636.

If the target node.cfg file build is successful, links back to the Upgrade/Migration
procedures are provided in Section 8.10.3, “Links to the Upgrade/Migration
Procedures”, on page 637.

Attention: If the target node.cfg build is not successful, contact your next
level of support.

Attention: When you upgrade to OSV V9R2.23 or higher, you will see two
disabled parameters: osv_emergency_mode and osv_esinet_esrp_mode.
These parameters are viable only for customers who have acquired the ESRP
license, so ignore them and continue with the upgrade.
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636

8.10.1 Correct the node.cfg using the IFGUI Update
(EZIP)

Attention: If the OSV system contains invalid or unused configuration elements
(e.g.; snmp servers), that info will be built into the node.cfg file. For this reason
the IFGUI Update (EZIP) is the recommended method to resolve node.cfg issues.
During the "Edit System Configuration” step of the EZIP process these invalid or
unused configuration elements can be removed or updated as necessary.

Attention: Any questions should be addressed to the next level of support.

1. For details, refer to Appendix C, “Updating the Node.cfg File (Also Known as
EZIP)".

2. After the successful EZIP, use the ZEN tool to manually generate the
node.cfg of the target release as follows:

# zen upgrade node.cfg

¢ If the end result is "Exception”, contact your next level of support.

* Ifthe end result shows text indicating the conversion was successful, then
the target release node.cfg file is stored in:

/repository/config/<TargetReleaseNumber>/node.cfg

3. If this procedure is successful, continue the Upgrade/Migration procedure.
Refer to Section 8.10.3, “Links to the Upgrade/Migration Procedures”, on
page 637.

8.10.2 Correct the node.cfg using the
create_node.cfg.pl Script

If time or other constraints prevent the use of the EZIP method, use the method
suggested below.

Attention: The create_node.cfg.pl script will create a node.cfg file based on the
actual configuration of the OSV. If the OSV system contains invalid or unused
configuration elements (e.g.; snmp servers), that info will be built into the
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generated node.cfg file. For this reason the IFGUI Update (EZIP) is the
recommended method to resolve node.cfg issues. With EZIP, these invalid or
unused configuration elements can be removed or updated as necessary.

Attention: Any questions should be addressed to the next level of support.

Use the create_node.cfg.pl script to generate a node.cfg of the source release.
Then convert the source release node.cfg to the target release format. The step-
by-step instructions are as follows:

1. Log on to Node 1 as user root.

2. Create the source release node.cfg file. Enter the following commands to
collect system information and create the source release node.cfg:

# cd /opt/unisphere/srx3000/ifw/bin/
# ./create_node cfg.pl

Upon successful execution of the script, this message will be displayed:
Generated node.cfg file

The source release node.cfg file will be saved in the "/opt /unisphere/
srx3000/ifw/bin/" path as cfgen_node.cfg.

3. Copy the cfgen_node.cfgto /tmp/node.cfg as follows:

# cp -p /opt/unisphere/srx3000/ifw/data/cfgen node.cfg /tmp/
node.cfg

4. Use the ZEN tool to manually generate the node.cfg of the target release as
follows:

# zen upgrade /tmp/node.cfg

¢ If the end result is "Exception”, contact your next level of support.

e Ifthe end result shows text indicating the conversion was done
successfully, then the target release node.cfg file is stored in:

/repository/config/<TargetReleaseNumber>/node.cfg

5. If this procedure is successful, continue the Upgrade/Migration procedure.
Refer to Section 8.10.3, “Links to the Upgrade/Migration Procedures”, on
page 637.

8.10.3 Links to the Upgrade/Migration Procedures

Follow the appropriate link to return to the tasklist of your Upgrade/Migration
procedure.

If you arrived here from Table 29, Simplex Upgrade, return to step 7 on page 594
of Table 29.
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If you arrived here from Table 30 Live Upgrade of Duplex OSV System, return to
step 7 on page 605 of Table 30.

If you arrived here from Table 31 Upgrade SW Remotely, return to step 7 on page
614 of Table 31.
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9 Migrations to OpenScape Voice V9

Attention: In Migration scenarios the source system can be on V7R1, V8R1 or
V9. If the source system is V9, make sure that the PatchSet level of the target
system after the Image installation is at least equal or greater than the one of the
source. Migrations to a lower PatchSet level are not supported.

Attention: During a RX200 S7 installation or reboot "Battery Status: Not present”
messages will be observed. The "Battery Not Present" message is informational
in nature; the message is the result of the RX200 S7 RAID controller not being
equipped with a battery (this controller configuration is 'as expected').

Attention: For migration strategies where the Hardware Platform changes, install
the toolkit rpm on the target release to automatically generate a node.cfg file for
the target release as described in Section 8.3.1.2, “Download and Install the
Migration Toolkit to Source Release and Generate Node.cfg File of the Target
Release”, on page 573. Then use this generated target node.cfg as a guide to
build the actual target release node.cfg using the NCPE or CDC tool that meets
the requirements of your particular migration scenario.

Attention: If you have not already done so, read Chapter 7, “Overview of
Upgrades and Migrations to OpenScape Voice V9” before using the checklists in
this chapter as well as checking Table 25 on page 531 for the supported hardware
servers for migration.

In case the target system is a Virtual Machine this migration procedure does
detail specifics regarding the node.cfg creation, data export (from the source
system) and restore (for the target system) but assumes the virtual environment
is ready at the time the OSV Image is to be installed.

Knowledge of the VMware environment is a pre-requisite. If the hardware of the
source release is reused as the virtual machine host(s) for this migration
scenario; before the OSV Image can be installed the ESXi must be installed and
the virtual environment configuration built on the servers. This will extend the
system down time. Section 4.3, “Virtualization Environment Setup” should be
referenced for details.

If the migration includes a move to different server(s) acting as host(s) for the
virtual machines the virtual environment configuration should be built in advance.
Section 4.3, “Virtualization Environment Setup” should be referenced for details.
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If a Fallback is required the source release servers will have to be restored to an
on-line state.

¢ Ifthe virtual machines were created on the original native hardware then a file
system restore will be required to restore the source release.

¢ If the virtual machines were created on hosts other than the original native
hardware the native hardware will have to be brought to an online state.

Any questions should be addressed to your next level of support before
proceeding.

Attention: When servers (for example, media server or DLS) in the same
network as one of the OSV's subnets need to communicate with another of the
OSV's subnets, then changes to the network firewall are required to allow this
communication. Any questions should be addressed to the next level of support.

The migration (data export, image install, and data import) takes approximately
130 minutes to complete with a system downtime of approximately 100 minutes.

Perform only the task indicated and then return to the checklist. As an example;
if the checklist indicates Section 7.3.1, “Upgrade Scenarios’should be performed,
follow the link to Section 7.3.1, “Upgrade Scenarios”, perform that task, and return
to the checklist.

When viewing the Installation and Upgrade Guide (IUG) with Adobe Reader add
the “Previous View” icon to the Reader toolbar. This will ease the navigation
between the checklists and associated sections of the IUG. Add the “Previous
View” icon by following the steps below:

In Adobe Reader v9.x.x:

¢ Open the tools menu.

* Navigate to ‘Customize Toolbars’; this will present the ‘More Tools’ window.
¢ In the ‘More Tools’ window, scroll down to the ‘Page Navigation Toolbar’

* Select the ‘Previous View’ icon.

¢ Select ‘Okay’ in the ‘More Tools’ window.

In Adobe Reader v10.x and v11.x:

* Right-click anywhere on the toolbar > Page Navigation > 'Previous View' icon.

* After executing a checklist task, select the ‘Previous View’ icon in the Reader
toolbar to return to the checklist.
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Upgrades that include one or more of the following must use the checklists in this
chapter:

Attention: These migrations are performed using the migration toolkit and
appropriate checklist.

* Hardware platform migration (product type and node deployment changes
are allowed):

Not supported servers replaced with currently supported platforms (for
example FTS RX200 S7, IBM x3550 M4 or Lenovo x3550 M5 servers) as
defined by the Product Matrix document.

Refer to Section 9.1, “Migration Scenarios”, on page 641.

* Node deployment migration (existing OpenScape Voice server hardware
reused):

Change the system from co-located nodes to geographically separated
nodes.

* The following notes have to be considered:

Note: A node deployment migration or any migration to a Voice Server target
release with a different network schema than the source release may require the
external DNS be administered to reflect the new IP addresses of the Voice Server
node(s). TLS certificates (including custom TLS certificates) should be reviewed
and generated as required for these cases.

Any questions should be addressed to your next level of support.

9.1 Migration Scenarios

Attention: These migrations are performed using the migration toolkit and
appropriate checklist.

Before starting the Migration, ensure that the hardware servers to be used for the
target release are supported for migration. For details, refer to Table 25 on page
531.

The supported upgrade paths for hardware platform migration scenarios are as
follows:

* Simplex to simplex migration: Refer to Section 9.1.1, “Simplex to Simplex
Migration”.
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e Simplex to standard duplex migration: Refer to Section 9.1.2, “Simplex to
Standard Duplex 